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Application of vibrational correlation formalism to internal conversion rate:
Case study of Cu, (n = 3, 6, and 9) and H,/Cus
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This work reports non-radiative internal conversion (IC) rate constants obtained for Cu,, withn = 3, 6,
and 9 and H; on Cus. The Time-Dependent Density Functional Theory (TDDFT) method was employed
with three different functionals in order to investigate the electronic structures and the absorption
spectra. The performance of the generalized gradient approximation of Perdew, Burke and Ernzerhof
(PBE) and the hybrid B3LYP and PBEO exchange correlation functionals in combination with the SVP
and the def2-TZ VP basis sets was examined. TDDFT results were used as input data to compute internal
conversion rate constants. For this purpose, we have developed a program package. A description
of the theoretical background used in our numerical implementation and the program input file is
presented. In view of future applications of this program package in photoinduced catalysis, we present
the analysis of the IC rate processes for the photodissociation of H, on Cusz. These results showed
the applicability of the method and the computational program to identify the vibrational modes in
transition metal clusters giving rise to the largest IC rate constant due to their interactions with the
excited electronic states occurring in the hot-electron induced dissociation phenomena. © 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4915127]

INTRODUCTION

Understanding the optical processes in noble metal nano-
particles is of both applied'~'° and fundamental''?° interests.
From the applied point of view, the successful use of large
noble metal nanoparticles is due to the generation of the so-
called “hot electrons” in the conduction band by an optical
excitation in resonance with the plasmon band. This is in the
basis of a range of interesting applications as for instance
in photothermal therapy,>' where the laser excitation is em-
ployed to kill or damage cancer cells or in catalysis, where
photoexcitation of metal-nanoparticle is responsible for their
catalytic reactivity. From the fundamental point of view, the
photophysics evolution of large to small particles (<2 nm) has
attracted a considerable interest in the recent years. Whereas
the optical features in large particles were found very similar to
their bulk counterparts, in clusters of few or few tens of atoms,
molecular-like properties was reported.'®!%?? For example,
in the spherical gold nano-structures, the localized surface
plasmon resonance, a collective oscillation of the conduction
electrons, occurs at the visible to near UV region of the spec-
trum. The absorption of light in small clusters containing up
to 55 Au atoms is found different, showing discrete features
in the transient optical spectra and relatively longer relaxation
time of the excited electrons due to their interaction with the
photons.

Smaller particles are less investigated mainly because
of the difficulties to stabilize them. These particles start to
be accessible to the experiment with the developments of
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novel synthesis routes for sub-nanoparticles preparation in the
matrices of inert gases®® or in the pores of zeolitic micro-
porous materials.”* Presently, the detailed description of the
photophysical processes in small metallic clusters (<2 nm)
with larger band gap and localized molecular orbitals is still
limited, despite the general consensus that the optical behavior
of clusters with 10-55 atoms is more likely similar to the optical
response in molecules. Most of the studies using femtosecond
laser spectroscopy to measure the electron relaxation dy-
namics, which is dominated by the electron phonon interaction,
reported a significantly slower relaxation time (in the ps and
ns scales) in the smaller clusters compared to the fs relaxation
time in large particles and in the bulk materials.!'3161822
Among various metals, gold and silver nanoparticles have
been the mostly studied ones. Other metals should, in theory,
show plasmon resonances belonging to the UV-vis-NIR re-
gion,?>%% but they are unstable and difficult to handle because
their surfaces may undergo oxidation which widely influence
the optical properties. Concerning the Cu nanoparticles, it
was demonstrated that their absorption spectra are different
from those of Ag and Au.?’ The surface plasmon in copper
is strongly damped by the s-d hybridization and interband
transitions occurring at the similar energy,?”-?® whereas in gold
and silver, an intensive and narrow plasmon occurs followed
by a well separated interband transitions at higher energies.
More precise optical spectra of mass selected Cu-clusters with
1-9 atoms exhibit a larger number of transitions in compar-
ison to the similar size of silver particle.>* Radiative and non-
radiative relaxation processes were suggested as channels be-
ing pertinent to the phenomenon of photoinduced diffusion and
aggregation of Cu atoms in rare gas matrices by measuring and
analyzing UV-visible absorption, fluorescence emission, and

©2015 AIP Publishing LLC
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excitation spectra of Cu clusters up to pentamer in solid Xe at
12 K temperature.”

The theoretical background to explain the photophysics
of large noble nanoparticles was developed by Mie,*” based on
the classical Maxwell electrodynamics. This classical model
uses as input parameters the dielectric constant of the metal
particle and the surroundings. Subsequently, this approach
was extended to better approximate the frequency dependent
dielectric constants using the Drude model of free electron
gas and to account for the spherical or cylindrical shape of
the particle. For exhaustive reviews, we point to the works
of Link and El-Sayed,*! and of Hartland.?? For smaller clus-
ters, this classical picture is no longer applicable because
of the localization of the electron states and the molecular-
like behavior of the clusters. It would be thus more relevant
to apply quantum mechanical (QM) models that have been
developed and applied with various successes to describe the
vibrational structure of the absorption spectra and nonradiative
decay processes in organic molecules. The electron transitions
are mostly theoretically approached by the use of ab-initio
methods based on density functional theory and in particular its
time-dependent extension, time-dependent density functional
theory (TDDFT). The transition moments and the vibrational
energies obtained at the (TD)DFT levels are now used in
several algorithms. Without making an extensive review of
this intensively developing branch of theoretical methods using
as inputs the electronic transition moments and vibrational
energies from the first principle DFT, we refer to the recent
computational schemes®”>** that were proposed to quantify
the electronic-vibrational interactions, vibronic spectra, and
to compute the radiative or nonradiative rate constants within
the harmonic approximation level, while taking into account
the Franck-Condon,*~*® Herzberg-Teller,*” and Duschinsky
mixing effects.>

The non-radiative transition rate in polyatomic organic
molecules has been successfully computed in the frame of
path integral formalism,*'=** and we found it relevant to adopt
and extend it to selected copper clusters. In the present work,
we applied the vibrational correlation formalism to compute
the internal conversion rate constants for minima structures
of neutral copper clusters Cu,, (n = 3,6,9) (see Figure 1). A
more thorough understanding of this effect requires an accurate
analysis of the electronic structure of the metal nanoparticles
and of their absorption spectra and, consequently, the study of
the nonradiative processes, i.e., the study of the internal conver-
sion (IC). In the internal conversion processes, the electronic
excitation energy is transformed into the vibrational energy of
the electronic ground state, which involves vibronic coupling,
i.e., an electron-nuclear vibration interaction. If this interaction
is large in electron-transporting materials, the dissipation of the
energy should be large because the hopping electron couples
strongly with intramolecular vibrations.>!

The manuscript is organized as follows: first, the basic
concepts of the theoretical background, proposed by Niu
et al.,*'** is briefly outlined, followed by a more detailed
description of its numerical implementation that we have
realised in order to compute in an efficient and automated way
the internal conversion rate constant. In the section on “Results
and Discussion,” the analysis of the electronic structures of the

J. Chem. Phys. 142, 114311 (2015)

(a)
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FIG. 1. Geometries of the calculated Cus, Cug, and Cug clusters. They refer
to the ground state for each level of theory.

Cu, (n = 3, 6, and 9) clusters and their computed absorption
spectra is presented while carefully examining the effect of
the exchange-correlation functional and basis sets. For the Cu;
ground-state cluster, EOM-CCSD/SVD method was applied
in order to compare with the DFT results. Further on, our
study on the IC processes in the copper clusters and in the H;
photoinduced dissociation on Cus cluster is presented.

THEORY AND COMPUTATIONAL DETAILS
Theory

In this section, we will outline briefly the relevant part
of the theory used referring to the detailed discussions in the
original papers.*'** The method to derive the temperature
dependent IC rate constant is based on the path integrals of
Gaussian type correlation function, originally proposed by
Pollak et al.33>2-5* and further developed by Tang et al.>> and
Niu et al.*'=* This formalism is a promoting-mode free rate
containing Duschinsky rotation effect, so the mixing of the
vibrational modes is explicitly considered and the method is
fully analytic. In this context, the spontaneous emission rate
can be evaluated, according to the Fermi’s golden rule, starting
from the following general expression:

2n ,
kill) = == 3 PN Po(Ei + En, =~ Epy). (D

Vive
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where
_BEi\h
e k
Piv; = l_[ o —/;E-
ko Zye=0€ K
e“ﬂEivl-
=— Eiy,, = ik + 1/2)hwig, 2
v

and 6(E;r + E;y, — Efvf) is the Dirac-delta function. Notice
that i and f subscript indices refer to the final and initial
state, respectively. The v;; and w;; are the vibrational quan-
tum numbers and frequencies of the first state, respectively.
Hj . are the matrix elements of the Born-Oppenheimer term
H’, which, using the Condon approximation, can be written as

H},o = > (O PO, PO, (3)
1

Here, f’f, = —ifi(0/0Qy;) is the mass-weighted normal mo-
mentum operator and Qy; is the /th normal mode coordinate
of the final state. |®;) and |®;,,,) are the electronic and vibra-
tional mode wavefunctions of the initial state, respectively. By
combining the Eq. (1) with the Eq. (3), the k;. becomes

2n R{k ;
=N Tk BEiv; pf s(F. o
k=G D5 D0 ¢ PE Pl S(Eip + B~ Epy). )
Lk Vive
with

R{k = (D] Pyt (Dl Pre| D),
Plfk = (Ory /| Pr1lOiy; X(Oiv,| Pric|Opy ).

Applying the Fourier transformation to the Dirac-delta func-
tion, the final expression of k;. is

o)

I ® Pt T)
ki=- Y R/ / L T BT, (6)
“ h %: Ik —00 Ziv
with 7p =7, 1; = =i — 7, and 7 = t/h. E;s is the electronic

transition energy. The derivation of the thermal vibration corre-
lation function, p‘; k(‘rf, 7;) in the above equation is described in
details in the original papers of Niu et al.*=*

Using the expansion to the lowest order in perturbation
theory, the vibronic coupling term of the electronic part R{ L 18
written as

(@910V/9Q|D0)

(Df| Ppy|®@;) = it £ g0
i f

, (N
where CD? and @, are the electronic wavefunctions of the initial
and final state, respectively, computed over the geometry of
the final state (ground state). E? and Ef0 are the corresponding
energies.

The non-adiabatic coupling (NAC) matrix elements in
expression (7) were computed according to the work of Send

and Furche.’® Cartesian NAC vectors were calculated with the
TURBOMOLE V6.4%7 code and transformed as

(D00V/Q1|DY)
0_ 0
E)~ E)

(@O1OV/ 0 DY)
0 0
E) - EY

[l

1
- Z VAT e
(8)

where the Ly, ; is the a-nucleus mass-reduced displacement
of the /th mode. M, is the mass of the @ nucleus.

J. Chem. Phys. 142, 114311 (2015)

Computational details

For all density functional (DF) -calculations, the
TURBOMOLE V6.4°7 suite of programs was used. Gaussian-
type-orbital SVp38 ([7s5p5d]/[6s3p2d]) and def2-TZVP basis
sets> ([17s11p7d1f]/[6s4p4d1f]) as implemented in this code
were chosen. A large grid for numerical quadrature (“grid
4” option) was employed and a tight SCF convergence crite-
rium of 107® was selected. To investigate the performance of
the exchange correlation functionals, as far as concerns the
description of the electronic structure of Cu,, (n=3, 6, and
9) clusters, the generalised gradient approximation (GGA)
of Perdew, Burke and Ernzerhof (PBE)®® and the two hybrid
B3LYP®!%> and PBE0®® functionals were used. Restricted
and unrestricted MOs for closed and open shell systems,
respectively, were employed. No constraints were imposed to
retain a specific symmetry during the SCF cycles. The excited
states were treated at the TDDFT level and their equilibrium
geometries and frequency calculations were carried out only
at the B3LYP/SVP level. For that concerning the vibrational
analysis, the force constant was evaluated numerically with
the NumForce tool.

For the comparison with the experimental spectra, the
intensity of the vertical excitations of the computed ones was
broadened by using Lorentzian functions with a constant half-
width of 0.1 eV.

In specifying the procedure to analyze the IC rate process,
a set of vertical excitations was selected for each cluster from
those computed only at the B3ALYP/SVP level. In this case, the
frequencies were scaled by an aptly chosen factor (0.9614),
as suggested by Koch and Holthausen® and according to the
reference work of Shuai et al.*?

The Cartesian NAC vector, the frequencies, and the mass
reduced displacements for each mode are provided as input
data to our program that computes the IC rate constants. In
addition, we have given also the possibility to use the Hessian
matrix as input.

RESULTS AND DISCUSSION

Among the various considered geometries and spin multi-
plicities for Cus, Cug, and Cug clusters, we have established
the ground state structures that are reported in Figure 1. Table
SI1 in the supplementary material lists the relative energies
of the selected cluster structures investigated in this work.”
Their geometries are shown in Figure SI1. The spin multi-
plicity is two for the open-shell Cu; and Cug, and one for
the closed-shell Cug systems. For the Cuj species, all levels
of theory give structure (a) as ground state. For Cug, struc-
ture (a) is predicted from the PBE/def2-TZVP, B3LYP/SVP,
B3LYP/def2-TZVP, and PBEO/def2-TZVP, and structure (b)
from the PBE/SVP and PBEO/SVP methods. For Cuy, all levels
of theory give ground state structure (a) with exception of
B3LYP/def2-TZVP. This method predicts structure (b). The re-
sults reported in Table SI1 (supplementary material’*) suggest
that Cu clusters can exists in various topologies, very closely
spaced in energies in agreement with previous studies.®>7° It
is therefore not surprising that the ground states’ geometries
are strongly dependent on the method employed and most
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TABLE I. HOMO-LUMO gap in eV computed at different levels of theory.
The values refer to the ground state for each level of theory. Their geometries
are reported in Figure 1.

PBE B3LYP PBEO
SVP  def2-TZVP  SVP  def2-TZVP  SVP  def2-TZVP
Cuz; 0.16 0.22 1.10 1.26 1.39 1.52
Cus  0.37 1.93 3.10 3.16 1.59 3.46
Cu  0.29 0.33 1.11 1.39 1.33 1.43

likely the low-energy structures co-exist under the experi-
mental conditions. Note that the results and analysis of the elec-
tronic structures, the absorption spectra, and the internal rate
processes are presented below for the ground state structures
obtained by the particular computational method employed.

Electronic structure

At a first place, the influence of the exchange correlation
functional and the basis sets on the MOs was examined ratio-
nalizing the trend of the HOMO-LUMO gap (Table I) and the
density of the state spectra (DOSS) computed with the PBE,

J. Chem. Phys. 142, 114311 (2015)

B3LYP, and PBEO approximations, each of them combined
with two different basis sets (see section on Computational
details) as shown in Figures SI2.1-SI12.3 in the supplementary
material.”* The DOSS refer only to the valence and the conduc-
tion band, and the range of the plotting includes predominantly
the energies of the MOs involved in the vertical excitations.
This analysis shows that the energies of the MOs are, on the
whole, influenced by the functional choice and the basis set
size, as expected. As an example for the valence band of the
Cuj; (this behaviour is common to the all occupied MOs), the
energies, ranging approximately from —0.29 to —0.21 hartree
at PBE/SVP level, are shifted to the lower values as the size
of the basis set increases and the exact Hartree-Fock exchange
contribution in the functional increases. At PBEOQ/def2-TZVP
level, this interval goes approximately from —0.32 to —0.25
hartree. As a result, the HOMO-LUMO gap, which is reported
in Table I, increases following inversely the trend of the occu-
pied MO energies. This effect is common to the all clusters
with the same geometry and characterises the entire electronic
structure of these systems. As reported in Table I, for the Cug
with geometry (a) (see Figure 1), the HOMO-LUMO gap goes
from 0.29 eV (PBE/SVP) to 1.43 eV (PBEOQ/def2-TZVP) (the
range includes the values obtained at all levels of theory except

TABLE II. Mulliken population analysis of the s, p, and d contributions to the HOMO and LUMO. The values
refer to the ground state structures for each level of theory. Their geometries are reported in Figure 1.

PBE B3LYP PBEO
SVP def2-TZVP SVP def2-TZVP SVP def2-TZVP

Cuj a-HOMO s 0.75 0.84 0.81 0.88 0.81 0.87
p 0.17 0.13 0.15 0.11 0.16 0.13

d 0.08 0.03 0.04 0.00 0.03 0.00

a-LUMO s 0.73 0.84 0.78 0.88 0.79 0.88
p 0.20 0.14 0.18 0.13 0.17 0.13

d 0.07 0.02 0.04 0.00 0.04 0.00

B-HOMO s 0.00 0.00 0.00 0.00 0.00 0.72
p 0.03 0.01 0.02 0.00 0.02 0.04

d 0.97 0.99 0.98 1.00 0.98 0.23

B-HOMO s 0.73 0.83 0.79 0.87 0.79 0.86
p 0.20 0.14 0.18 0.13 0.17 0.14

d 0.07 0.03 0.04 0.00 0.03 0.00

Cug a-HOMO s 0.59 0.25 0.73 0.78 0.70 0.77
p 0.17 0.02 0.10 0.08 0.19 0.10

d 0.24 0.73 0.18 0.14 0.11 0.13

a-LUMO s 0.59 0.75 0.72 0.79 0.67 0.77
p 0.24 0.22 0.23 0.21 0.24 0.21

d 0.17 0.03 0.05 0.01 0.09 0.01

Cug a-HOMO s 0.62 0.70 0.69 0.74 0.67 0.72
p 0.24 0.20 0.24 0.23 0.25 0.22

d 0.13 0.10 0.08 0.04 0.08 0.06

a-LUMO s 0.56 0.64 0.63 0.78 0.65 0.70
p 0.31 0.27 0.29 0.20 0.27 0.26

d 0.14 0.09 0.09 0.01 0.07 0.04

B-HOMO s 0.51 0.59 0.64 0.68 0.64 0.70
p 0.17 0.13 0.18 0.11 0.20 0.16

d 0.32 0.28 0.18 0.21 0.16 0.14

B-LUMO s 0.63 0.71 0.70 0.75 0.69 0.75
P 0.24 0.20 0.22 0.22 0.24 0.20

d 0.13 0.09 0.08 0.03 0.07 0.05
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B3LYP/def2-TZVP). Note that these values refer to the «
HOMO-LUMO gap. Table II lists the s, p, and d contributions
of the @ and 8 HOMO, and LUMO obtained from the Mul-
liken population analysis. Analysis of orbital compositions,
using Mulliken population scheme, was found to give accurate
description of the orbitals of interest involved in the optical
transitions compared to the experimental results.?®

Analysis of these values reveals that the whole set of both
a HOMO and LUMO, and the 8 LUMO of Cu; shows a
predominant s-type contribution. Instead, the d one is very
small. An opposite behaviour is predicted for the S-HOMO
values, with the exception of the PBEQ/def2-TZVP ones.
These last contributions show that the MO is energetically
located in a different way, that is the energetic order of the
orbitals is not quite consistent with the other level of theory,
where the same shape belongs to the s-HOMO. This is more
clearly evident from the plot of the considered molecular
orbitals in Figure SI3.1 (supplementary material).”* For the
Cug species, the s character is also predominant in both HOMO
and LUMO obtained employing the B3LYP and the PBEO
functional irrespective of the basis set used and of the structures
considered. By the comparison of the results obtained for
structure (a), Figures SI13.2(b), SI3.2(e), and SI3.2(f) show
their similarity in the shape and energetic order. Instead, using
the PBE functional with the def2-TZVP basis set, we obtained
that the d contribution is the largest one in HOMO. The s-
type character affects also the whole trend of the HOMO and
LUMO of the Cuy cluster and becomes, as for the other species,
higher with the hybrid functionals. Analogous considerations
remain valid for all the clusters.

Absorption spectra

Absorption spectra of Cu,, (n = 1-9) clusters have been
reported recently?® from both experiment and TDDFT calcu-
lations. The authors concluded that in the B3LYP/def2-TZVP
results, the effect of the d electrons is not properly taken into
account using TDDFT. For this reason, further studies are
necessary to understand in detail the nature of optical transi-
tions in Cu clusters.

The absorption spectra, obtained by us, are shown in Fig-
ures 2—4. In Table SI3 (supplementary material’#) are listed the

J. Chem. Phys. 142, 114311 (2015)
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FIG. 2. Absorption spectra for the Cus cluster computed at (a) PBE/SVP, (b)
PBE/def2-TZVP, (c) B3LYP/SVP, (d) B3LYP/def2-TZVP, (e) PBE0O/SVP, (f)
PBEOQ/def2-TZVP levels of theory. They refer to the ground state structure
(a).

electronic excitation energies (AE), the oscillatory strengths
(f(r)), the c* weighted coefficients belonging to a given one
electron transition, and the corresponding MO excitations. The
vertical excitations were selected in the way to belong to the
seven most intense peaks. Figures SI3.1-SI3.3 (supplementary
material) report graphical representations of the occupied and
unoccupied MOs involved in the vertical excitations for each
of the computational level employed.” In Table SI3 (supple-
mentary material), we report the excitations, characterised by
c? coefficients larger than 10% in most of the cases.”* At first
blush, it can be deduced from the results in Figures 2—4 that

TABLEIII. Total s, p, and d contributions (%) involved in the absorption spectra. The values refer to the ground state structures for each level of theory. Their

geometries are reported in Figure 1.

PBE B3LYP PBEO
Species SVP def2-TZVP SVP def2-TZVP SVP def2-TZVP
Cus s 8.5 40.0 9.0 353 11.6 54.6 12.8 50.3 12.2 55.8 14.1 554
p 2.0 - 55.7 1.3 - 483 1.9 - 425 14 - 40.1 2.1 - 414 1.7 - 36.2
d 895 43 897 164  86.5 29 858 9.6 857 28 842 8.4
Cug s 7.2 45.1 7.5 37.2 8.9 535 11.5 55.6 11.1 63.8 11.8 57.7
p 2.8 - 48.0 1.3 - 423 1.9 - 42.8 1.5 - 37.6 3.4 - 31.3 1.7 - 35.2
d 90.0 69 912 205 89.1 37 871 6.8 855 49 864 7.1
Cug s 7.1 46.8 7.0 439 9.8 62.6 10.6 559 9.8 63.7 10.8 58.8
p 33 - 454 20 - 40.3 34 - 319 2.3 - 33.5 3.7 - 314 2.7 - 315
d 89.6 76  90.8 15.7  86.7 49  86.8 104  86.3 45 863 9.5
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these spectra are susceptible to the level of employed theory
and, of course, to the geometry used.

An accurate analysis can be done taking into account the
total contribution of s, p, and d characters for each spectrum.
We have computed this parameter as a weighted average by
the ¢2 coefficients of the s, p, and d contributions of the MOs
involved in each transition and belonging to each excitation,
each peak. Then, these values were averaged over the number
of peaks from O to 6 eV. The MO s, p, and d contributions
were obtained by a Mulliken population analysis. These data
are collected in Table III. An interesting trend is observed con-
cerning the effect of the approximation used for the exchange
correlation functionals. Notice that the data at the left and at the
right side of the arrow were computed over the occupied and
unoccupied MOs, respectively. They reveal that, irrespective
of the considered ground-state geometry, the occupied MOs
involved in the excitations have the largest d-contributions
using GGA-PBE, compared to B3LYP and PBEO ones.

Therefore, the conclusion is that the PBE functional fa-
vours the transitions from occupied to unoccupied orbitals
with larger d character. Increasing the percentage of the exact
exchange from B3LYP to PBEO functionals, the d-contribution
in the orbitals involved in the excitations becomes smaller. The
opposite situation occurs for the s character. However, in all
cases, the transitions go, on average, from MOs where the d
character is dominant to MOs where the s and the p contri-
butions are dominant, i.e., transitions d — sp. For unoccupied
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MOs, the d contribution is, instead, increased with the use of
the def2-TZVP basis set.

Comparison of the spectra shapes in Figs. 2—4 with the
measured absorption spectra®® shows an overall good agree-
ment, especially for the two hybrid functionals. A very good

TABLE 1V. Selected electronic excitation energies (AE), oscillatory
strengths (f(r)), and IC rate constants at 300 K. The values in parentheses
are the excitation energies computed after relaxation of the excited state
geometry. The values refer to the structures (a) reported in Figure 1.

Species State N AE (eV) f(r) Kic 571
Cus 19 2.47 (2.40) 1.5%1073 0.7 x 1072
28 2.79 (2.70) 9.8 x 1073 0.4 x 1072

53 474 (4.72) 22x 107! 0.9 x 10!
57 4.91 (4.84) 6.0 x 1072 0.1 x 1072

98 5.83 (5.80) 8.7 x 1072 0.6 x 10!

156 7.16 (6.92) 42 %1072 0.3 x 107

Cug 3 275 (2.72) 1.3 %107 0.1 x 10°

4 2.81 (2.77) 49%1073 0.2 x 10*

50 3.81 (3.74) 5.6 x 1072 0.4 x 10*

95 4.77 (4.77) 1.8 x 1072 0.7 x 10!

111 5.16 (5.16) 2.0x 1072 0.3 x 102

129 5.42 (5.39) 3.4 %1072 0.1 x 10!

143 5.63 (5.62) 2.9 %1072 0.8 x 10!

181 6.36 (6.31) 1.8x 1072 0.1 x 10*

Cuyg 5 1.26 (1.23) 8.5x 107 0.2 x 107

20 2.51(2.51) 2.4 x 1072 0.3 x 10!
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agreement is found with the theoretical spectra (using TDDFT
with B3LYP/def2-TZVP method) reported in the same work.”?
It is useful to analyze in more details the results obtained at
B3LYP/SVP level of theory, which are further used for the
interconversion rate constant calculations. The positions of
the computed intensive peaks at 2.47, 2.79, 4.74, 4.91, and
5.83 eV in Cujs correspond well to the experimental values
of 2.66, 2.91, 4.78, 4.94 eV.2> The observed intense peaks at
3.37 and 3.70 eV were however not identified as intense peaks
from the calculations. Similarly, in Cug cluster, there is a good
matching between the computed energy positions of the optical
transitions and the experimental values.”? Small intensities
were found by the calculations for the experimentally observed
well resolved peaks in the 3.1-3.57 eV interval. The strong
superposition of the absorption lines in the whole energy range
for Cug has not allowed to achieve a good signal to noise ratio.>*
Despite the lack of perfect matching between the theoretical
and experimental data in the whole energy regions, the elec-

tronic transitions that are considered in the k;. computations for
Cus and Cug agree pretty well with the measured ones. We note
also that our test calculations with EOM-CCSD/SVD method
for Cujs clusters yielded comparable results with those obtained
at B3LYP/SVD level of theory. The largest differences between
both spectra are in the higher energy range, between 3.2 and
4.8 eV. For example, the well distinguishable intense peaks
at 3.31, 3.61, 3.96, and 4.59 eV in the spectrum, computed
with EAM-CCSD, correspond to intense peaks, located at 3.27,
3.41, 3.75, and 4.73 eV in the B3LYP spectrum. Compar-
ison with PBE functionals shows that the largest discrepancies
are in the range above 4.0 eV, where no intense peaks result
from the PBE calculations. Finally, the obtained large num-
ber of various minima energy cluster geometries, most prob-
ably co-existing at the experimental temperature, suggests that
the experimental spectra contain peaks due to optical transi-
tions in several structures and not only in the “ground-state”
cluster.
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Internal conversion processes

Another aspect of this work concerns the discussion
of how the structures of Cu clusters affect radiationless
transitions of electronic states with the same multiplicity, in-

volving vibronic coupling. To this aim, we have computed the
IC rate constant by considering the vibronic coupling for the
largest possible energy interval of the optical excitations. Due
to the several numerical difficulties to optimize the geometrical
structures for every excited state (see section on “Theory and
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Computational Details”’) and to compute the IC for the entire
spectrum, we have selected a number of peaks depending on
the number of optimized excited (final) states’ geometries.
Computing k;. requires knowledge about the normal mode
coordinates and frequencies of the ground and the excited
states’ equilibrium geometries. The k;. values of the studied
transitions are collected in Table IV, together with the excitation
energies (AE) and the oscillatory strengths (f(r)). Some of those
transitions have not been considered in the previous analysis of
the MOs and the optical spectra, since they are characterised
by lower f(r) values. The values of AE in parenthesis are the
excitation energies computed after relaxation of the excited
state geometry.

The case of Cuj structure will be used to illustrate and
discuss the difficulties related to the numerical integration of
the correlation functions (p{ «)» required for the calculation of
the k;.. The main obstacle in this procedure is the fact that
the total time interval [—¢, ¢] and the Lorentzian b1roadening42
should be chosen on the empirical basis. Therefore, for the
various cases (see below), a total time interval chosen by
us varies from t = 10° fs to # = 2 x 10° fs and a Lorentzian
broadening from 4 x 10 cm™' to 2 x 10~ cm™!. In Figure 5
are illustrated the graphical representations of the diagonal
matrix elements of the k;. rate, together with the displace-
ment vectors related to each of the Cuj vibrational normal
modes located at 105.43, 158.55, and 247.97 cm™!. The last
value is the frequency of the breathing mode, the symmetric
stretching mode. The IC process coupled to the first and last

J. Chem. Phys. 142, 114311 (2015)

modes is expected to be very slow as predicted from our k;.
values in Figures 5(a)-5(e). The coupling between electronic
transitions, corresponding to higher AE values, and these
vibrational modes become negligible. An internal conversion
process in Cuz would occur due to the coupling between the
asymmetric vibrational mode at 158 cm™! and the electronic
transition with the energy AE equal to 7.16 eV, which is not
in the UV-vis range. This coupling gives the only significant
IC rate constant value of the order of 107 s~!. There are two
oppositely acting factors contributing to k;. value: a large
AE contribution tending to decrease k;. from one side and a
large geometry displacement from the excited to the ground
state leading to an increases of k;.. The displacement of the
geometry given by the excitation is, indeed, consistent with
the normal mode coordinate displacement because the mode
at 158.55 cm™~!is computed to be the most intense one. Thus,
this frequency mode is the promoting-mode and there is a small
mixture with the breathing mode for Cuj; cluster. The geometry
displacements for the other normal vibrational modes increase
(decrease) corresponding to the mode intensity.

In the case of Cug cluster, the k;. is obtained with the
largest ¢ value of 10° fs, same as for Cus and the Lorentzian
broadening of 4 x 10™* cm~!. The results, also reported in
Table IV, reveal that the k;. constant decreases with the increase
of the transition energy, AE. In addition, the k;. values of the
Cug are generally larger than those for Cuj. The graphical
presentation of k;. diagonal matrix elements is shown in Figure
6, together with the displacement vectors of the normal modes.
For this cluster, the geometry displacement, as a result of the
one electron excitation, is not always correlated to the normal
mode displacement belonging to the highest peak. In addition,
only some normal modes have a relevant contribution to the
k;. values, and some vibrational normal mode can couple to
several excitations with a large IC rate constant. As an example,
the mode at 255.32 cm™! contributes to the k;. values of the
excitations 4, 95, and 129 (see Figures 6(b), 6(d), and 6(f)).
However, analogously to Cuj structure, one promoting mode
can be identified at v = 195.15 cm™".

An interconversion process has been assigned to the ab-
sorption mode at 2.84 eV of Cuj cluster, resulting from the
acute to obtuse C,, geometry transformation, being induced
by the photolysis.? The formation of a new copper particle,
denoted as Cuj in this early study, was proposed from the
appearance of another peak at 2.60 eV, also interpreted as an
interconversion. Our computations did not yield a large prob-
ability for interconversion processes in the UV-visible energy
range for Cujs cluster. Instead, the large k;. value is found for
the transitions at 2.75 eV of Cug, being very close to the peak
associated with an interconversion in the work of Ozin et al.*’
It is worth to note that both Cuj and Cug species exhibit planar
triangular geometry and show very similar optical features.
The difficulties to exactly distinguish between various cluster
sizes and structures in the rare-gas matrix experiments from the
optical spectra analyses are well known and it has been recently
emphasized.??

For the Cug species, we report two values of the k;. con-
stant belonging to the transitions at 1.26 eV and 2.51 eV
(see Table IV). These values were obtained without conver-
gence problems and without inclusion of a dephasing factor
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(Lorentzian broadening). As can be seen from Table IV, the
results reveal that the k;. value of 0.2 x 107 s™! is consid-
erably higher than the corresponding one at 2.51 eV (0.3
x 10" s71) but is less than two orders of magnitude of the
kic value at 2.75 eV (0.1 x 10° s7!) of the Cug species. From
the diagonal matrix elements shown in Figure 7, it follows
that several vibrational normal modes couple to these elec-
tronic transitions. We can thus conclude that starting with
Cug the promoting mode concept becomes obsolete and it
is necessary to take into account the Duschinsky mixing effect.

Hz hot electron photoinduced dissociation

We have chosen to test the application of IC rate constant
computations also to the H, dissociation on Cuj particles.
Recent studies demonstrated the energetical benefits of using
plasmon-driven dissociation of H, on noble metal surfaces by
generation of hot electrons.”’"’? Indeed, the plasmon-driven
catalysis is a very intensively developing field of research in
the recent years. Hydrogen dissociation on gold nanoparticles,
supported on SiO,,”*> was shown to occur faster by two orders
of magnitude than on the same samples, but without using hot
electron induced photodissociation. Due to the high energy of
the hot electrons, they can extend further away from the noble
or transition metal structures transferring into the electronic
states of an electron acceptor. An important decrease of the H,
dissociation energy barrier was obtained also computationally,
using correlated wavefunction methods to describe the excited-
state potential energy surfaces in order to model hot electron
induced photodissociation on Au(111) surface.”?

J. Chem. Phys. 142, 114311 (2015)

The method to compute the IC rate constant allows us to
identify the vibrational mode(s) that would couple with the
electronic transition(s) from the occupied MO in the metal
cluster to an electron acceptor in the adsorbate, giving rise to
the largest value(s) of k;.. This information can be further used
to tune the energy of the hot electron as a function of particle
size and/or their composition. To prove this concept and to test
the validity of the k;. method, we have computed the IC rate
constant for the H, dissociation on a small Cuj particle. Nev-
ertheless, the chosen metal cluster model is small in order to
speed up the computations, we estimated it sufficient to obtain
qualitative indication about the computational performance of
the k;. algorithm and its potential extension to applications in
the field of plasmon-induced catalysis.

All the electronic transitions, considered by us, are those
between occupied MOs with sp-character of the copper clus-
ter and the empty orbitals with predominant o* character of
physisorbed H; excited states. The excited states’ optimized
geometries are shown in Figure 8. The matrix elements of k;.
are plotted as a function of the vibrational normal modes in
Figure 8 as well, and their values are collected in Table V.
The IC rate constants were obtained without convergence prob-
lems and without inclusion of a dephasing factor (Lorentzian
broadening). The vibrational mode assignment is the follow-
ing: (1) the vibrations at 95.23, 175.11, and 310.57 cm™!
correspond to H, frustrated translation (out of plane and in
plane) and frustrated rotation, respectively; (2) modes with
frequencies at 145.09, 166.88, and 244.86 cm~! are the Cu—Cu
stretching vibrations; and (3) the Cu—H symmetric and asym-
metric stretching and the H-H stretching are located at 703.81,
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TABLE V. Diagonal matrix elements of the k;. rate (s~!) at 300 K of the Hy/Cus.

J. Chem. Phys. 142, 114311 (2015)

State N

Frequency (cm™) 2 3 4 6 7 10
95.23 0.7 x 10° 0.9 x 10° 0.8 x 10° 0.8 x 10° 0.2 x 107 0.5 x 10°
145.09 0.3 x 107 0.2 x 103 0.6 x 107 0.3 x 107 0.3 x 10° 0.3 x 107
166.88 0.2 x 10* 0.9 x 10° 0.2 x 10* 0.2 % 10° 0.2 x 10° 0.3 x 10°
175.11 0.2 x 10° 0.1 x 10° 0.3 x 10° 0.7 x 10° 0.1 x 108 0.3 x 10*
244.86 0.1 x 10° 0.2 x 102 0.8 % 10° 0.1 x 107 0.3 % 10° 0.2 x 108
310.57 02 % 10° 0.2 % 103 0.7 x 10° 0.6 x 10* 0.4 % 10° 0.3 x 10°
703.81 0.6 x 108 0.1 x 10! 0.7 x 108 0.3 x 108 0.9 x 10° 0.2 x 1010
1066.94 0.2 x 107 0.2 x 10! 0.5 x 108 0.9 x 107 0.1 x 10° 0.5 x 10°
3401.28 0.9 x 107 0.2 x 10° 0.1 x 1010 0.2 x 1010 0.1 x 103 0.4 x 10!
Kic 0.7 x 108 0.1 x 10° 0.2 x 1010 0.2 x 1010 0.2 x 10° 0.4 x 101

1066.94 and 3401.28 cm™!, respectively. A graphical presenta-
tion attempting to visualize these modes is reported in the sup-
plementary material, Figure SI4.7* The excitation energies, AE,
of the optimized excited states’ structures range from 1.51 eV
to 2.08 eV with respect to Hp/Cus. As expected, the dissociated
state with two atomically chemisorbed H-atoms on the same
Cu-center is more stable than the physisorbed intact hydrogen
molecule. Both structures are reported for completeness in
Figure 8.

The results reveal that only one excited state couples to
several vibrational modes involving the adsorbed H, molecule.
This is the case of the 2-nd state where the highest intensity
is associated to the Cu-H stretching mode at 703.81 cm™
(0.6 x 108 cm™") (see Table V). A coupling leading to a fastest
internal conversion (of the order of 10'") is found between
the electronic excitation at high energy (2.08 eV) and the
H-H stretching at 3401.28 cm™'. This excitation is given by
the highest ¢? contribution (80.7%) of the transition involving
the HOMO built of sp copper orbitals and LUMO+1 with the
o* H, character. In this case, there is no mixture of vibra-
tional modes. It follows that the simplified picture of only one
promoting mode governing the H, dissociation is confirmed
by the k;. calculations for this small copper cluster and the IC
processes involving more normal modes occur only at lower
k;. values.

CONCLUSIONS

In this study, we present computations of non-radiative
internal conversion rate constants in small copper clusters with
three, six, and nine atoms and in the H,-adsorbed on Cuj; cluster
as case examples. The IC rate constant can give indications for
the probability of the interactions between excited electrons
and the vibrational states of the clusters, thus allowing to iden-
tify the most probable relaxation pathways in the hot-electron
induced photophysics. For these results, we have developed a
computer program, based on the method including Duschinsky
mixing effect, initially proposed to quantify IC processes in
organic molecules.*! =

Before proceeding with the IC rate constant calculations,
an extensive analysis of the quality of the electronic struc-
tures and TDDFT optical spectra depending on the exchanged-

correlation functional and basis set was carried out. The results
demonstrated clearly that MOs energies shift down to the lower
energies with the increase of the basis set size and of the
hybrid part within the exchange correlation functional. The
same analysis, performed over the different MO contributions
involved in vertical excitations, shows that the PBE functional
favours the d character. This effect is decreased by the amount
of the hybrid contribution included in the exchange correlation
functional. The opposite situation occurs for the s character.
Comparison with experimental spectra®® shows that neither
level of theory compares exactly. It is worth noting that a
difficulty to compare with experimental results is not only due
to the particular computational method but also due to the co-
existence under experimental conditions of low-energy copper
clusters with same size, but different topologies.

The k;. values predict a fast internal conversion rate pro-
cesses only in Cug cluster. There is only one vibrational mode
resulting to a large k;. value due to its interaction with excited
electrons in Cus and Cug, whereas a mixing of vibrational
modes is found to play a role in the IC processes in Cug
structure. The internal conversion rate, evaluated for a series
of excited electronic states in Hy—Cuj system, in the range
between 1.51 eV and 2.08 eV, is analysed in order to describe
the non-radiative photodissociation of H,. The fast electron
relaxation occurs when the H-H vibrational mode couples to
the excitations involving mainly the transition between a MO
of the Cus with sp character and the o* of the H,. The main
conclusion is that the excited electrons relax strongly to the H-
stretching mode, which correlates with the expectations from
the proposed mechanism for the photodissociation of H, on
noble metal surfaces. Our results predicted also that the H,
dissociation on a Cus cluster would be predominantly driven by
the higher electronic energy transitions at 2.08 eV. Finally, the
need to include the Duschinsky mixing effect in the description
of the IC process is emphasized.
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