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a b s t r a c t

The photophysical properties of a mononuclear Cu(dppb)(pz2Bph2) complex have been investigated by
employing the thermal vibration correlation function (TVCF) approach. The harmonic oscillator model
with origin displacement, distortion, and Duschinsky rotation effects for the potential energy surfaces are
considered. Absorption spectrum obtained by the scalar relativistic density functional theory combined
with restricted open-shell configuration interaction including spin-orbit coupling effects is in excellent
agreement with the experimental data. We found that the intersystem crossing (ISC) from the first
excited singlet state (S1) to the triplet state (T1) is forbidden by direct spin-orbit coupling at the first-
order perturbation, but becomes allowed through combined with vibronic coupling. The reverse inter-
system crossing (RISC) proceeds at a rate of KRISC ¼ 3.98 � 108 s�1 at room temperature 300 K, which is
about 6 order of magnitude larger than the mean phosphorescence rate, KP, av ¼ 7.3 � 102 s�1. At the same
time, the ISC rate KISC ¼ 3.06 � 109 s�1 is again about 3 order of magnitude larger than the fluorescence
rate KF ¼ 6.47 � 106 s�1. This implies that the S1 state can be populated from the T1 state, TADF should be
observed and TADF decay time is t(300 K) ¼ 2.32 ms by fitting calculation. But at 30 K, the situation will
change. The RISC rate becomes very small, about KRISC ¼ 1.19 � 101 s�1, while the ISC rate only decreases
slightly from KISC ¼ 3.06 � 109 s�1 to KISC ¼ 1.93 � 109 s�1. As a consequence, the Cu(dppb)(pz2Bph2)
complex is highly attractive candidates for applications of TADF.

© 2017 Published by Elsevier B.V.
1. Introduction

During the past decades, extensive investigation of Organic light
emitting diodes(OLEDs) have been thoroughly carried out because
of the goal of realizing thin, stable display devices with fast re-
sponses and wide viewing angles [1,2]. Unfortunately, some of
these materials used suffer from low electroluminescence quantum
yield due to spin statistics [3,4]. During exciton recombination, they
have random spin orientation, and the singlet and triplet colliding
pairs are equally probable. Thus, the excitons are created in a 1:3
ratio of singlet to triplet since the triplet state has three spin
angular projections (Ms ¼ 0, ±1) and the singlet has only one
(Ms ¼ 0) microstate. Therefore, the internal quantum efficiency
(IQE) of the radiative decay from triplet excitons is limited to 75%;
IQE for fluorescent OLEDs is limited to 25%, the so called singlet-
triplet bottleneck. To break through this bottleneck, recently, one
has found that thermally activated delayed fluorescence (TADF)
emitters can effectively convert the lowest triplet state (T1) into the
lowest singlet state (S1) through reverse intersystem crossing
(RISC) when the temperature rises, which largely improves the
efficiency of exciton utilization and even makes it reach 100% in
principle [5e7]. Therefore, the development of TADF materials has
become a research hot spot for OLED [1e8].

A crucial character of TADF material is ensuring a small energy
splitting between the S1 and T1 states, DE(S1-T1). In this regard,
TADFmolecules have often been designed following a strategy such
that their highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO) are spatially separated to
reduce their wave function overlap and lead to small exchange
energy [9]. For this situation, One of the most rich TADF subfields,
cheaper first-row transition metals such as copper can be used.
Cu(I) complexes are well suited because their excited states often
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Fig. 1. Chemical structure of mononuclear Cu(dppb)(pz2Bph2) complex.
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exhibit low-lying metal to ligand charge transfer (MLCT) states of
3MLCT and 1MLCT character. In this situation, a distinct charge
separation between excited and non-excited electron occurs, which
leads to the singlet-triplet splitting, DE(S1-T1), also the quantum
mechanical exchange interaction becomes small. As a consequence,
ISC and RISC between the lowest triplet and the lowest singlet are
reasonably fast, and therefore a TADF is possible.

Recently, Cu(I) complexes exhibiting thermally activated
delayed fluorescence have received increasing attention in the
theoretical and applicable fields [10e16]. However, a thorough
understanding of the basic principles for the TADF photophysical
processes is still scarce. We all know that it is crucial to understand
the ISC mechanism of the interconversion processes of T1 4 S1 for
the TADF photophysical processes. But, it is astounding that this
process is not fully understood. Spin-orbit coupling (SOC) interac-
tion can provides a major mechanism for a spin-forbidden ISC
radiationless transition. But in most cases, SOC between 3MLCT and
1MLCT of donor-acceptor Cu(I) complexes is very small (tends to
zero) and forbidden. It is therefore unlikely for the interconversion
processes of T1/ S1 via RISC directly, especially in view of the large
rate KRISC z 107 s�1 reported [17]. Alternatively Ogiwara et al. [18]
proposed that RISC is driven by hyperfine coupling with an elec-
tron's spin and the magnetic nuclei of its molecule induce ISC.
However, the hyperfine coupling constants are very small, usually
in the range of 10�4 meV, and it therefore also appears highly un-
likely for the large rates. This way, vibronic effects on TADF may
have to be taken into account.

Lately, Some efforts have been made to reveal the mechanism of
RISC through theoretical calculations including vibrational motion
[19e21]. For example, Penfold et al. observed that the spin-orbit
coupling between 1CT and 3CT is mediated by the lowest local
exciton triplet (3LE) of donor in 2,8-di(10H-phenothiazin-10-yl)
dibenzo[b,d]thiphene-5,5-dioxide using quantum dynamics simu-
lations [20]. Marian et al. reported the photophysical properties of a
cationic three-coordinate Cu(I) complex with a monodenate N-
heterocyclic carbene ligand and a bidentate phenanthroline ligand
using the combined density functional theory and multireference
configuration interaction method (DFT/MRCI) [21]. The results that
RISC rate is particularly temperature-dependent, and the RISC rate
becomes very small, about 8 s�1 at 77 K. While the direct spin-orbit
coupling between S1 and T1 is negligible.

In this work, we chose a typical Cu(I) complex TADF emitter,
Cu(dppb)(pz2Bph2), where dppb ¼ 1,2-bis(diphenylphosphino)
benzene and pz2Bph2 ¼ diphenylbis(pyrazol-1-yl) borate (Fig. 1) as
an model because it has a wealth of photophysical and spectro-
scopic data in experiments [22,23]. The interconversion and decay
rate constants of S1 and T1 have been quantitatively calculated by
employing the thermal vibration correlation function (TVCF) rate
theory in combination with the DFT/TD-DFT methods [24]. Ab-
sorption spectrum obtained by the scalar relativistic DFT combined
with restricted open-shell configuration interaction(ROCIS)
including spin-orbit coupling effects is in excellent agreement with
the experimental data. The motivationwould provide design routes
for high-performing Cu(I) complex TADF materials by on deeper
understanding of the S1 4 T1 ISC process.

2. Computation details and theoretical background

2.1. Geometry optimizations

The mononuclear Cu(dppb)(pz2Bph2) TADF molecule consid-
ered here are mostly donor-acceptor charge-transfer molecule, the
range-separated corrected functionals CAM-B3LYP [25,26] along
with Grimme's 2010 atom-pairwise dispersion correction [27] to
density functional theory (DFT) with Becke-Johnson damping
(GD3BJ) may compute better since B3LYP would significantly
overestimate electron delocalization in the excited states. There-
fore, optimization of the ground state and excited state structures
were calculated using the CAM-B3LYP functionals as well as cor-
responding to time-dependent TD-CAM-B3LYP with 6-311þG(d,p)
Gaussian-type basis set using Gaussian 09 package [28], followed
by calculations of harmonic vibrational frequencies and normal
modes to obtain equilibrium geometries and calculate thermal vi-
bration correlation functions.
2.2. Excited state properties

On the basis of the CAM-B3LYP optimized structures, electronic
vertical absorption were calculated with the parallel version of the
combined DFT (CAM-B3LYP, or uB97X-D3) and restricted open-
shell configuration interaction with single excitations (DFT/ROCIS)
method [29] by version 4.0 of the ORCA package [30]. This method
includes the dynamic correlation from DFT as well as the static
correlation from the ROCIS approach. The excitation energies and
transition dipole moments for the absorption spectrum including
SOC were obtained with SOC-quasi-degenerate perturbation the-
ory (QDPT) [29]. Calculations with hybrid functionals used the
RIJCOSX algorithm to speed the calculation of Hartree-Fock ex-
change [31]. For transition metal complexes, relativistic effects
should be expected, which may have significant effect on the
calculated spectra. Calculations of relativistic effects included the
second-order Douglas-Kroll-Hess (DKH) correction and also taken
into account picture change effects [32]. The scalar relativistically
recontracted DKH-def2-TZVP(-f) basis set and the decontracted
auxiliary def2/J Coulomb fitting basis sets with ORCA Grid5 was
used for all atoms.
2.3. Spin-orbit coupling and zero-field splitting

The spin-spin dipole and SOC interactions for the open shell
triplet geometry are considered with a Hamiltonian operating on
zero-order triplet wave functions, which introduces some angular
momentum into the ground state resulting in the zero-field split-
ting (ZFS) spin parameters axial D and rhombic E. SOC calculations
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were performed on top of the above-mentioned DFT/ROCIS calcu-
lations combined with the framework of QDPT [29]. Herein, we
employed an accurate multicenter spin-orbit mean-field(SOMF) of
the Breit-Pauli SOC operator on all centers [33,34]. This operator
explicitly takes care of the one- and two-electron parts and in-
cludes the spin-same-orbit as well as spin-other-orbit terms in its
two-electron part. These calculations were performed with a key
word of SOCFlags 1, 3, 3, 1 in the ORCA 4.0 program [30]. For
comparison, SOC and the ZFS parameters are also calculated at the
level of complete active space self consistent field (CASSCF) wave
function.
2.4. Fluorescence and phosphorescence rates

For Fluorescence and phosphorescence rates or lifetimes,
respectively, the DFT/ROCIS wave functions were calculated.
Singlet-triplet transitions are strictly forbidden in the regime of an
unrelativistic treatment, however, SOC interactions couple these
states, resulting in nonzero probability of spin-forbidden transi-
tions. The intensity of the spin-forbidden transition is proportion to
the square of the mðS0)T1;2Þ transition moment. mðS0)T1;2Þ can be
written as follow [35]:

m
�
S0)T1;2

� ¼ hS0jma
��T1;2�

¼
X
n

hS0jmajSnihSnjbHSOC
��T1;2�

E
�
T1;2

�� EðSnÞ

þ
X
m

�
T1;2

��majTmihTmjbHSOCjS0i
EðTmÞ � EðS0Þ

(1)

where T1;2 represents the z (¼ I, II, and III) spin sublevel of triplet T1
state being subject to the ZFS induced by internal magnetic per-
turbations; ma is an electric dipole moment operator projection on

the a axis; and bHSOC is the SOC operator.
The electric transition dipole moments of the received spin-

mixed wave functions can be used to calculate the rates accord-
ing to eq. (2).

Kr;2 ¼ 4e2

3c3Z4
DE3S0)T1;2

��m�S0)T1;2
���2 (2)

wherein DES0)T1;2
denotes a vertical emission energy.

Considering the vibronic coupling from origin displacements,
distortions, and Duschinsky rotationwithin a multimode harmonic
oscillator model, we adapt the thermal vibration correlation func-
tion (TVCF)method [24]. The spontaneous radiative decay ratewith
time-dependent form, Kr, is the integration of eq. (4):

sðu; TÞ ¼ 4e2
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semðuÞdu (4)

in which Z�1
T1

¼ P∞
v¼f01 ;02 ;:::;0Nge

�bE
T1
v is the partition function, and N

is the number of normal modes; the TVCF form is

remðt; TÞ ¼ Tr½eitT1 bHT1
eitS0 bHS0 � and can be solved analytically by

multidimensional Gaussian integrations. Here, ti ¼ �ib� ðt=ZÞ,
tf ¼ t=Z, b ¼ ðkBTÞ�1, and bHT1

ðbHS0 Þ is the harmonic oscillator
Hamiltonian of the triplet (singlet) electronic state. These
calculations were performed using the MOMAP program [36,37]
combined with the ORCA 4.0 program [30].

2.5. Intersystem crossing rate constant

Similarly, the vibrational contributions to the ISC and RISC rates
were also calculated using the MOMAP program [36,37]. Based on
the time-dependent second-order perturbation theory and Born-
Oppenheimer adiabatic approximation, thermal average ISC from
initial T1 electronic state with the vibrational quantum numbers v
to the final S1 electronic state with the vibrational quantum
numbers u may be expressed as

KISC ¼ 2p
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Here, Z�1
T1

¼ P∞
v¼f01;02;:::;0Nge

�bE
T1
v , N is the number of normal

modes; the delta function d is to keep the conservation of energy.
Applying the Fourier transform of the d function, eq. (5) is recast as
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where the TVCF form is rISCðt; TÞ ¼ Tr½eitS1 bHS1e
itT1 bHT1

�. The detailed
derivation of these formulas is found in ref.22. The ISC and RISC
rates were calculated for two temperatures, 30 K and 300 K. The
time correlation function was integrated over a time interval of
0.01fs and a grid of 30000 points was chosen.

3. Results and discussion

3.1. The molecular geometries

The geometric structures of mononuclear Cu(dppb)(pz2Bph2)
complex are shown in Fig. 2, and the Cartesian coordinate param-
eters of geometry are listed in Table S1 in the Supporting Infor-
mation. The coordination geometry is distorted from the D2d
tetrahedral geometry that might be expected for a d10 metal ion.
The dihedral angles between the two planes defined by the
P5eCueP6 atoms and N1eCueN2 atoms are 87.60� for the ground
state S0. The parameters of the ground state equilibrium geometry
are in good agreement with the experiment [23]. In the crystal
structure, the CueN bond lengths are 2.011e2.018 Å, CueP bond is
the length of 2.257 Å, while the calculated bond lengths of the
CueN bond and CueP bond are 2.015 Å and 2.268 Å, respectively.
The dihedral angles between the two planes defined by :N1-N2-
P5-P6 are 87.48� in the experiment compared to a computed
value of 87.60� [23]. Thus the structure of Cu(dppb)(pz2Bph2) is
well reproduced at the CAM-B3LYP/6-311þG(d, p) level.

Structural changes upon the S1 and T1 states, predicted at the
TD-CAM-B3LYP level, show that excitation includes mostly charge
transfer involving the 3d metal orbitals (HOMO) and dppb ligand-
centered p*-orbital (LUMO). The CueP bonds are both elongated
by about 0.09 Å in the S1 and T1 states compared with the structure
of the S0 state. The distortion changes of between the P5eCueP6
plane and N1eCueN2 plane are the strongest with the deviations
being 28.05� and 29.09� in T1 and S1, respectively. However, the S1
and T1 geometries are very similar, with the largest deviation for
the bond length being 0.01 Å and that for the bond angle being 0.1�.
The intuitive pictures comparing the S0, S1 and T1 geometries are
shown in the second column of Fig. 2.



Fig. 2. Front view of the CAM-B3LYP optimized ground state geometry and TD-CAM-B3LYP optimized excited state geometries using the 6-311þG(d, p) basis set. The second column
geometries are intuitive pictures comparing the S0, S1 and T1 geometries for the mononuclear Cu(dppb)(pz2Bph2) complex.
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3.2. Spin-free and spin-orbit theoretical absorption spectrum

The vertical spin-free absorption spectrum of the mononuclear
Cu(dppb)(pz2Bph2) complex have been computed for the opti-
mized S0 geometry, schematically depicted in Table 1. The experi-
mental absorption spectrum has been recorded in CH2Cl2 [22,23].
Very weak band 440 nm (z2.81eV) was assigned to CT transition
involving the 3d metal orbitals and dppb ligand-centered p*-
orbital. The TDDFT and experimental spectra are seen to match
perfectly from Table 1. The S1 state lie 2.62 eV, and the excitation
might gain some intensity through vibronic transition. The S1 main
configuration is single excitation from HOMO to LUMO (64.9%) and
LUMOþ1 (30.4%), for a molecular orbital scheme with graphical
representations of the Kohn-Sham orbital densities, see Fig. 3. The
HOMO has d/s character originating from a linear combination of
dxy-like orbital of the copper atom with p orbitals of coordinating
phosphorous atoms, whereas the LUMO and LUMOþ1 are mainly
distributed over the phenylene ring of the dppb ligand. It reveals a
special excited state formation, that is MLCT process with the
charge transfer from metal to an empty antibonding p* orbital of
the dppb ligand. In the calculated spectrum, one can find the
excitation with the strongest oscillator strength (f ¼ 0.20683) at
3.12 eV. This S0/S3 excitation is dominated by a d/s /

s*(diphenylphosphino) configuration. The remain three singlet
excited states S2, S4, and S5, are assigned to be of the obvious CT
transition feature due to the spatial separation of the involved
molecular orbitals, which leads to the relatively small oscillator
strength f of the transition between S0 and S2, S4, and S5. Indeed,
this is supported by the TD-DFT calculations giving f values (see
Table 1).

Absorption spectra obtained at the scalar relativistic CAM-
B3LYP(and uB97X-D3)/ROCIS level and including SOC effects by
means of QDPT is plotted in Fig. 4. It can be seen that the trend of
the spectrum does not change significantly when SOC effects are
included. Vital differences can be seen in line spectrum where any
excitations gain oscillator strength due to singlet-triplet interac-
tion. In principle, SOC may lead to the S0/Tm excitation in two
different ways (see eq. (1)): the S0 state can couple with triplet
excited states, Tm. In this way, spin- and electric-dipole allowed
excitations in the triplet manifold, from T1 to Tm that mix with S0
may contribute. Alternatively, the T1 state couples with the excited
singlet states, Sn, mixing in contributions from electric-dipole
allowed excitations in the singlet manifold. Thus, the formally
spin forbidden S0/Tm excitation is activated via SOC interaction.
For the CAM-B3LYP method, at 498 nm (20049 cm�1), and 489 nm
(20413 cm�1) at the uB97X-D3 level, there is an excitation with
substantial oscillator strength that has no correspondence in the
spin-free spectrum. It is a S0/T1 excitation with some singlet
excited state admixture. At the same time, SOC can involve mag-
netic interactions which splits the Tm manifold into three substates
Table 1
Singlet-singlet transition electric dipole moments (in a.u.), transition energies (in eV), an
TD-wB97X-D3/def2-TZVP(-f) level for the optimized S0 geometry.

Excited State(n) 〈S0jmxj Sn〉 〈S0jmyj Sn〉 〈S0jmzj Sn〉
S1 �0.137 �0.559 0.145

S2 �0.685 �0.576 0.185

S3 0.775 1.160 �0.872

S4 �0.006 �0.434 �0.971

S5 �0.300 0.327 �0.090
(Tm, (I, II, III)), i.e. ZFS, that are separated in energy in the absence of
an applied field, see Fig. 4c and d.
3.3. Singlet-triplet splitting DE(S1-T1)

Through the above discussion, the S1 and T1 states have the
same configurations, 1MLCT and 3MLCT, from d/s / p* MLCT ex-
citations. For TADF molecules, a key requirement is very small
singlet-triplet splitting energy DE(S1-T1) between the S1 and T1
excited states. To choose an optimal calculation approach to eval-
uate DE(S1-T1), TD-DFT methods including B3LYP, M062X, and
long-range correction functions (CAM-B3LYP, uB97X-D3, LC-BLYP)
at def2-TZVP(-f) basis set level were tested. These values are lis-
ted in Table S2. Compared to the experimental value of DE(S1-
T1) ¼ 370 cm�1 [22], it is clear that the CAM-B3LYP (371.0 cm�1),
B3LYP (379.1 cm�1), and uB97X-D3 (372.5 cm�1) functions give the
best prediction of DE(S1-T1) at the S1 geometry.

It is well known that the S1 and T1 states with the same orbital
configuration are separated by the exchange energy (J, also called as
exchange coupling constant) as illustrated in eqs. (7) and (8) with
fL and fH corresponding to the electron and hole orbitals involved
in the transition, respectively [9]. Often fL is the LUMO and fH is the
HOMO. Where the J values are relative with the spatial separation
(r1-r2) and overlap integral of fL and fH at the S0 state, higher
overlap of HOMO and LUMO and smaller spatial separation lead to
higher J and DE(S1-T1).

DE(S1-T1) ¼ E(S1) - E(T1) ¼ 2J (7)

J ¼ ∬f*
Hðr1ÞfLðr2Þð1=r1 � r2Þf�

Lðr1ÞfHðr2Þdr1dr2 (8)

Thus, in order to give a quantitative investigation, hole-electron
overlap extent (Sh-e) and mean separation distance (Dh-e) of HOMO
and LUMO associated of the S1 and T1 transitions can be calculated
using the Multiwfn program [38], and calculated results are
depicted in Fig. 5.

Along with photo excitation, intramolecular charge transfer of
electron from ground state to excited state takes place for
Cu(dppb)(pz2Bph2), in which sufficient spatial charge separation
within the TADF is desired to enhance the subsequent charge
transfer processes. It is evident that both S1 and T1 present a
marked charge transfer by excitation, where significant electron
density difference are observed between the Cu group (electron
donor, the density deletion zone) and the dppb ligand (electron
acceptor, the density increment region). The S1 reveals a charge
transfer (QCT) of 0.97 e�, which is slightly larger than 0.82 e� by T1;
And charge transfer distances (DCT) are 1.32 Å for S1 and 1.07 Å for
T1 (see Fig. 5). These critical parameters revealed that both the S1
and T1 excitations have the net CT character.

The hole-electron overlap (Sh-e) and separation distance (Dh-e)
d their oscillator strength (f) of the mononuclear Cu(dppb)(pz2Bph2) complex at the

DES0/Sn f TD-DFT weights

2.615 0.02256 HOMO/LUMO 64.9%
HOMO/LUMOþ1 30.4%

2.770 0.05676 HOMO/LUMOþ1 65.9%
HOMO/LUMO 32.6%

3.118 0.20683 HOMO/LUMOþ2 81.8%
HOMO/LUMOþ3 13.1%

3.229 0.08965 HOMO/LUMOþ3 84.3%
HOMO/LUMOþ2 13.9%

3.388 0.01702 HOMO-2/LUMO 36.5%
HOMO/LUMOþ4 48.0%



Fig. 3. Singlet-singlet transition orbitals of the mononuclear Cu(dppb)(pz2Bph2) complex.

L. Lv et al. / Organic Electronics 51 (2017) 207e219212
were quantified successfully. As illustrated in Fig. 5, it was found
that the S1 and T1 possess separated hole-electron with small Sh-e
and long Dh-e, leading to small DE(S1-T1). This is highly desirable in
the TADF design as it leads to sufficient charge separation upon
photoexcitation that in turn, reduces geminate recombination and
facilitates TADF regeneration.
3.4. Phosphorescence and fluorescence

Fundamentally, T1 / S0 phosphorescence emission is caused
through perturbation of the pure spin states by SOC, which con-
siders the intensity borrowing from spin-allowed electronic tran-
sitions, i.e., from Tm 4 T1 or Sn 4 S0. SOC is a relativistic property,
and it can cause ZFS substates of the T1 state have quite different
radiative and nonradiative properties. However, detailed studies
are only rarely found. Yersin et al. [22] have experimentally
determined to ZFS values of less than 1 cm�1. Our CAM-B3LYP/
ROCIS calculation shows that DI, II ¼ 0.00 cm�1 and DII,

III ¼ 0.03 cm�1, in good agreement with experiment, particularly
using CASSCF methods the computed values of D ¼ 0.415 cm�1 and
E¼ 0.064 cm�1 (DI, II ¼ E; DII, III ¼ D) at the T1 geometry, see Tables 2
and 3. ZFS is very small, the first TI and second TII triplet compo-
nents are virtually degenerate, and the splitting between the TII and
TIII components amounts to less than 1 cm�1. A correspondingly
small value is only possible if SOC-induced mixing of higher-lying
singlet or triplet MLCT states with the lowest triplet substates (TI,
TII, and TIII) is very weak.

Phosphorescence and fluorescence rates or lifetimes, by only
considering electronic transition through Einstein spontaneous
emission formula without any involvement of vibronic couplings,
respectively, have been calculated for both the S1 and T1 geome-
tries, which is listed at Table 3. The calculated rates at the S1 and T1
geometries are quite similar. At the T1 geometry, we find that the
phosphorescence radiative rates of the three substates are KP,

I ¼ 8.26� 101 s�1 (tI ¼ 12.1 ms), KP, II ¼ 5.88 � 102 s�1 (tII ¼ 1.7 ms),
and KP, III ¼ 2.03 � 103 s�1 (tIII ¼ 493 ms)), in reasonable agreement
with experimentally measured values (which are tI, and
tII ¼ 7.7 ms, tIII ¼ 470 ms)) [22]. At a low temperature, these states
are not thermally equilibrated because of very slow spin-lattice
relaxation processes. With the increase of temperature, however,
the spin-lattice relaxation processes become significantly faster
and a fast thermalization of the three substates results, an averaged
emission decay time tav can be calculated by the three individual
decay times according to tav ¼ 3(tI�1 þ tII

�1þ tIII
�1)�1. From Table 3,

the calculated mean for the three phosphorescence rate is KP,

av ¼ 9.01 � 102 s�1 (tav ¼ 1109 ms)) at the T1 geometry, and the rate
for the fluorescence is KF ¼ 8.06 � 106 (tF ¼ 124 ns)), which are in
good agreement with experimentally measured values of
tav¼ 1200 ms and tF¼ 180 ns. For the S1 geometry, we obtain values
of KP, av ¼ 1.15 � 103 s�1 (tav ¼ 870 ms)) and KF ¼ 5.01 � 106

(tF ¼ 199 ns)).

3.5. RISC and TADF

Due to the small difference DE(S1-T1) between the S1 and T1
minima, TADF should, theoretically, be possible. In order to ascer-
tainably take place, the S1 state has to be repopulated. That means
that the RISC rate has to be larger than the rates of radiative and
nonradiative decay of the T1 state to the S0 state.

In the Franck-Condon approximation, ISC or RISC rate is directly
proportion to the squared T1 4 S1 SOC element calculated for the
relaxed geometry of the T1 state. One can see that the S1 and T1
states have the same configurations and almost the equivalent
weights, which lead to the spin forbidden intersystem crossing. It is
well known that the SOC matrix element can be written as in terms
of ladder operators [39] (eq. (9)).D
fmqm

��L,Sjfnqni¼
D
fm

��Lzjfni
�
qm
��Szjqniþ0:5

D
fm

��Lþjfni
�
qm
��S�jqni

þ0:5
D
fm

��L�jfni
�
qm
��Sþjqni

(9)

where L is the orbital angular momentum operator, and S is the spin
operator; the f is the space part of the molecular orbital, q the spin
of the electron. The LþS- þ L-Sþ operator in eq. (9) performs a spin-
flip and this process is accompanied by a change in the orbital due
to the Lþ/L- raising/lowering operator. Therefore, two orbitals of
opposite spins in SOC have to be different spatial components, but



Fig. 4. Absorption spectra obtained at the scalar relativistic CAM-B3LYP(and uB97X-D3)/ROCIS level and including SOC effects by means of QDPT. (a) and (b) are the vital spin-
allowed S0-S1 and spin-forbidden S0-T1 transitions; (c) and (d) for all transitions below excited energy of S5 state including ZFS effects; (e) and (f) considered the ten singlet
and triplet excited states, respectively.
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for the triplet state T1, its wave function cannot meet this rule: i.e.,
two orbitals of opposite spins in the SOC interaction have the same
spatial orbits. These analysis is very consistent with the values

calculated (hT1jbHSOCjS1i ¼ SOCC ¼ 1:29 cm�1 at the S1 geometry;

hT1jbHSOCjS1i ¼ SOCC ¼ 2:65 cm�1 at the T1 geometry, see Table 2).
These analysis results show that their mutual spin-orbit interaction
is rather small and vibronic effects may have to be taken into
account.

Here, the vibrational contributions to ISC and RISC rates were
also calculated using the TVCF method in the MOMAP program
[33,34]. Upon a RISC, the geometry of the system changes via
vibrational relaxations. To solve vibration correlation functions, the
Huang-Rhys factors (S) and related reorganization energy (l) must
be estimated. The total intramolecular reorganization energy, lintra,
can be represented as a sum of contributions from individual
vibrational normal modes, i, as:

lintra ¼
X

li ¼
X

ZuiSi (10)



Fig. 5. Computed CT and hole-electron indexes of the mononuclear Cu(dppb)(pz2Bph2) system for selected S1 and T1 states at CAM-B3LYP/6-311þG(d, p) theoretical level. Length
between donor and acceptor groups, DCT, charge QCT are Å and a.u., respectively. Distance between centroid of hole and electron, Dh-e in Å and hole-electron overlap integral Sh-e is
a.u.

L. Lv et al. / Organic Electronics 51 (2017) 207e219214
Si ¼
uiD2

i
2Z

(11)

where Si, and ui, denote the Huang-Rhys factor and vibrational
frequency for the normal mode i, respectively; Di is the coordinate
displacement from the T1 equilibrium position to the S1 one along
the mode i. Thus, Huang-Rhys factor is a useful measure for the
Table 2
Calculated spin-orbit couplingmatrix constants(SOCC) (cm�1) between T1 and Sn for
the mononuclear Cu(dppb)(pz2Bph2) complex and the tensors D and E of Zero-Field
splitting (ZFS) with unit in cm�1 in the CASSCF(8,7)/def2-TZVP(f) level.

hT1jbHSOC jSni SOCCa ZFS

x y z D E

At S1 geometry S1 �0.50 �2.19 0.12 1.29 0.324 0.076
S2 23.00 155.58 �14.73 52.65
S3 �437.76 201.04 �150.71 168.24
S4 405.05 494.16 28.47 213.19
S5 �24.94 76.03 147.19 55.84

At T1 geometry S1 1.16 4.43 �0.22 2.65 0.415 0.064
S2 23.14 107.63 �7.73 36.78
S3 �425.44 233.20 �132.27 167.72
S4 420.16 485.72 15.57 214.14
S5 �25.76 66.65 153.15 56.33

a SOCC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð
���hT1jbHSOC jSnix

���2 þ
���hT1jbHSOC jSniy

���2 þ
���hT1jbHSOC jSniz

���2Þ=3
r

:

extent of geometry relaxation between T1 and S1 states. For T1 to S1,
the Huang-Rhys factors and reorganization energy are shown in
Fig. 6 with the largest reorganization energies were embedded in
the pictures, the vibronic coupling is weak, presenting very small
Huang-Rhys factor, which lead to small reorganization relaxation
energy of lintra ¼ 105 cm�1 for the T1 state (114 cm�1, the S1 state).

Then, the RISC and ISC rates are calculated according to eqs. (5)
and (6), RISC proceeds at a rate of KRISC ¼ 3.98 � 108 s�1 at 300 K,
which is 5e6 order of magnitude larger than the mean phospho-
rescence rate, KP, av ¼ 0.73 � 103 s�1 (see Fig. 7). This implies that
Table 3
Vertical energies, oscillator strength f, radiative rates, and lifetimes t at the S1 and T1
minimum at the CAM-B3LYP-D3BJ/ROCIS/def2-TZVP(-f) levels.

State DE (cm�1) f rate (s�1) t (ms)

At S1 geometry
T1, I 22381.31 2.88 � 10�7 9.62 � 101 10395
T1, II 22381.32 3.91 � 10�6 1.31 � 103 763
T1, III 22381.35 6.09 � 10�6 2.04 � 103 490
Average KP,av ¼ 1.15 � 103 tav ¼ 870
S1 22735.74 1.45 � 10�2 5.01 � 106 0.199
At T1 geometry
T1, I 22576.13 2.43 � 10�7 8.26 � 101 12106
T1, II 22576.13 1.73 � 10�6 5.88 � 102 1701
T1, III 22576.16 5.96 � 10�6 2.03 � 103 493
Average KP,av ¼ 9.01 � 102 tav ¼ 1109
S1 22948.66 2.28 � 10�2 8.06 � 106 0.124
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the S1 state can be populated from the T1 state. At the same time,
the ISC rate KISC ¼ 3.06 � 109 s�1 is again about 3 order of magni-
tude larger than the fluorescence rate KF ¼ 6.47 � 106 s�1. There-
fore, at 300 K, the S1 and T1 state populations rapidly equilibrate
before decaying radiatively. When the temperature is set to 30 K,
the situation will change. The RISC rate becomes very small, about
KRISC¼ 1.19� 101 s�1, while the ISC rate only decreases slightly from
KISC ¼ 3.06 � 109 s�1 to KISC ¼ 1.93 � 109 s�1 (see Fig. 8). The
phosphorescence rate KP, av¼ 8.09� 102 s�1 (see Table 4), is in good
agreement with the experiment value of 8.31 � 102 s�1 at low
temperature. Thus, TADF should not be taken place.

In addition, we also found that KRISC is several orders of
magnitude smaller than KF ¼ 7.12 � 106 s�1 (Fig. 8 and Table 4) and
KISC ¼ 1.93 � 109 s�1 at 30 K, shows that their ratio reaches a level
close to this kinetic limit case. Compared with room temperature,
KISC >> KF þ KS

nr and KRISC >> KP þ KISC0, these limits are obviously
satisfied. For the non-radiative decay, we have not computed the
internal conversion rate constant, KS

nr for the S1 / S0 and ISC KISC0
rate from T1 to S0 due to the substantial relaxation energy gap. It is
know that the non-radiative decay partly including the energy
dissipation through vibronic coupling can be evaluated by the
normal mode reorganization energy. In order to support the above
views, the calculated reorganization energies for nonradiative
transition processes of T1 to S0 and S1 to S0 are shown in Fig. 9,
(Corresponding shift vectors and Huang-Rhys factors are plotted
Figure S2 and S3), the total reorganization energy (lintra) at the
Fig. 6. Calculated Huang-Rhys factors and reorganization energies versus the normal modes
the largest reorganization energies were embedded in the pictures.
ground and excited states can be obtained through eq. (10). From
Fig. 9, the vibration normal modes with large lintra occur high fre-
quency regions, 500 cm�1 to 1700 cm�1. We found that the large
contributions to the total lintra from the twisting vibration of be-
tween the P5eCueP6 plane and N1eCueN2 plane and from CueP
bond stretching vibration. The lintra values of the T1 state is
283827 cm�1(or 35.19 eV), and for the S1 state is 78223 cm�1 (or
9.69 eV). The deviations of between S0 and S1 or T1 geometries are
mainly attributed to the twist of between the P5eCueP6 plane and
N1eCueN2 plane and the CueP bond lengthen, which will lead to
these processes of T1 to S0 and S1 to S0 is to bemuch slower than the
radiative decay rates and will be neglected. Therefore, the equi-
librium limit, KISC >> KF þ KS

nr and KRISC >> KP þ KISC0, can be
rewritten as KISC >> KF and KRISC >> KP, here, KISC >> KF is certainly
adequate at all temperature regions, but the second limit,
KRISC >> KP is not.

For deeper understanding of the emission properties and the
equilibrium conditions, decay time as a function of temperature in
the range from 10 K to 300 K is calculated using the formula fitted
by many experimentalists of eq. (12) [2], the calculated results are
plotted in Fig. 10.

tðTÞ ¼ 3þ exp½ � DEðS1 � T1Þ=kBT �
3

tðT1Þ þ 1
tðS1Þ exp½ � DEðS1 � T1Þ=kBT �

(12)

In this equation, kB represents the Boltzmann constant, and t(T1)
in term of the corresponding S1 and T1 potential surfaces and the normal modes with



Fig. 7. Fluorescence (KF), phosphorescence (KP), and ISC (KISC) rates at 300 K for the global T1 minimum. Electronic density change induced by excitations of the S0 to S1 and T1 states
was inserted in the top (In light blue, loss; In deep rose, gain). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 8. Exciton dynamic processes for a typical TADF emitter in OLEDs. Singlet and triplet excitons are generated in a 1: 3 ratio depending on the spin degeneracy. KF, KP, KISC, and
KRISC are rate constants of fluorescence, phosphorescence, intersystem crossing, and reverse intersystem crossing at 30 K for the global T1 minimum.

Table 4
At different temperature, calculated vertical energies, radiative rates, and lifetimes t at the T1 minimum at the CAM-B3LYP-D3BJ levels including thermal vibration activation.

State DE (cm�1) 30 K 80 K 300 K

rate (s�1) t (ms) rate (s�1) t (ms) rate (s�1) t (ms)

T1, I 22576.13 7.88 � 101 12694 7.73 � 101 12934 7.07 � 101 14143
T1, II 22576.13 5.59 � 102 1789 5.48 � 102 1823 5.02 � 102 1993
T1, III 22576.16 1.79 � 103 558 1.76 � 103 568 1.61 � 103 621
Average 8.09 � 102 1236 7.95 � 102 1258 7.27 � 102 1375
S1 22948.66 7.12 � 106 0.139 7.07 � 106 0.141 6.47 � 106 0.155
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Fig. 9. Calculated reorganization energies versus the normal modes in term of the corresponding potential surface. The S0 and S1 states are plotted in (a) and (b); (c) and (d) for the
S0 and T1 states.
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and t(S1) are the emission decay times of the T1 and S1, respectively,
in the absence of thermalization. At very low temperature, the
exponential terms disappear and the decay time t(T) equals the
phosphorescence decay time t(T1), while at high temperature, the
term containing t(T1) can be neglected and one essential obtains
the decay time of TADF fluorescence.

For the mononuclear Cu(dppb)(pz2Bph2) system, the emission
decay time is almost constant and one observes a plateau with
t(T1)z 1111.05 ms in the temperature range from 10 K to 50 K. This
emission is assigned as phosphorescence from the T1 to S0. With
temperature increase, a large reduction of decay time is estimated
since a thermal activation of a higher-lying state leads to be
significantly more allowance of the transition to the S0 state than
the T1 state. At T > 150 K, the contribution of the S1 state to the
emission dominates, this effect represents a TADF. Computed decay
time is t(300 K)¼ 2.32 ms by fitting equation (12), the experimental
value of 3.3 ms [22].
Fig. 10. Emission decay time of the mononuclear Cu(dppb)(pz2Bph2) complex versus
temperature from 10 K to 300 K.
4. Conclusions

In this study, the geometries and photophysical properties of a
mononuclear Cu(dppb)(pz2Bph2) complex were computationally
investigated using the quantum chemistry calculations. Absorption
spectrum obtained at the scalar relativistic CAM-B3LYP/ROCIS level
and including SOC effects by means of QDPT is in excellent agree-
ment with the experimental data. Therefore, all electronic excita-
tion energies and properties reported in this work refer to CAM-
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B3LYP/ROCIS values.
The lowest excited singlet S1 and triplet T1 states are designated

as 1,3MLCT from d/s/p* MLCTexcitations. It was found that the S1
and T1 possess separated hole-electron with small electron overlap
Sh-e and long distance Dh-e, leading to small DE(S1-T1). Indeed, the
experimentally determined values amount only to 370 cm�1, which
is in good agreement with calculated value of 371 cm�1 for the
CAM-B3LYP method. As a consequence, the Cu(dppb)(pz2Bph2)
complex is highly attractive candidates for studies and applications
of TADF.

In order to ascertainably TADF take place, the S1 state has to be
repopulated. That means that the RISC rate has to be larger than the
rates of radiative and nonradiative decay of the T1 state to the S0
state. However, the S1 and T1 states arise from the same orbital
excitation, their mutual spin-orbit interaction is forbidden and
vibronic effects have to be considered. In this work, the photo-
physical properties including the radiative and the nonradiative
decay rates arising from SOC of the excited states have been
investigated theoretically using the TVCF method. The calculated
results show that RISC proceeds at a rate of KRISC ¼ 3.98� 108 s�1 at
300 K, which is about 6 order of magnitude larger than the mean
phosphorescence rate, KP, av ¼ 7.3 � 102 s�1. This implies that the S1
state can be populated from the T1 state. At the same time, the ISC
rate KISC¼ 3.06� 109 s�1 is again about 3 order of magnitude larger
than the fluorescence rate KF ¼ 6.47 � 106 s�1. Therefore, at 300 K,
the S1 and T1 state populations rapidly equilibrate before decaying
radiatively. Computed TADF decay time is t(300 K) ¼ 2.32 ms by
fitting using equation (12), the experimental value of 3.3 ms. When
the temperature is set to 30 K, the situation will change. The RISC
rate becomes very small, about KRISC ¼ 1.19 � 101 s�1, while the ISC
rate only decreases slightly from KISC ¼ 3.06 � 109 s�1 to
KISC ¼ 1.93 � 109 s�1. The phosphorescence rate KP, av ¼ 8.09 � 102

s�1, is in good agreement with the experiment value of
8.31 � 102 s�1 at low temperature. Thus, TADF should not be taken
place.
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