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A B S T R A C T

High efficient thermally activated delayed fluorescence (TADF) emitters containing 2,4-bis(3-(9H-carbazol-9-yl)-
9H-carbazol-9-yl)-6-phenyl-1,3,5-triazine (CC2TA) and 2-biphenyl -4,6-bis(12-phenylindolo[2,3-a] carbazole-
11-yl)-1,3,5-triazine (PIC-TRZ) exhibit an internal quantum efficiency (ηint) of 56% and 34% respectively, which
breaks the traditional limitation of 25%. CC2TA and PIC-TRZ are two special cases in Adachi's work and they are
not in accordance with their proposed regulations. Based on the newly-proposed optimal Hartree–Fock per-
centage (OHF) method, we investigate the adiabatic energy gap (ΔEst) between the first singlet (S1) and triplet
(T1) excited state as well as the absorption and emission spectra for CC2TA and PIC-TRZ. Moreover, we in-
vestigate the intersystem crossing (ISC) and reverse intersystem crossing (RISC) processes to illustrate the in-
ternal transfer mechanism of singlet and triplet excitons. Results show that our calculated data are consistent
with the experimental values. RMSD and Huang-Rhys factor are smaller for PIC-TRZ than these for CC2TA, this
results the non-radiative decay rate from S1 to ground state (S0) is decreased for PIC-TRZ. Moreover, the ISC and
RISC processes are multi-step processes with the incorporation of intermediate energy level between S1 and T1.
Our work could provide a clear guidance for molecular luminescence simulations and the design of high efficient
TADF molecules.

1. Introduction

Recently, thermally activated delayed fluorescence (TADF) emitters
have attracted much attention not only because of their low-cost
manufacture without using rare metals and potential for high electro-
luminescence (EL) efficiency but also they can effectively convert tri-
plet excitons into singlet excitons which is named as delayed fluores-
cence [1–5]. TADF materials have broken the limitation of the internal
quantum efficiency for traditional fluorescence OLEDs whose maximum
utilization of singlet excitons is 25% due to the branching ratio of the
singlet and triplet excitons (1:3), so TADF materials are considered as
the next generation of lighting and display devices [6,7]. For effective
TADF molecules, a small energy gap (ΔEst) between the lowest singlet
excited state (S1) and lowest triplet excited state (T1) is important to
achieve high reverse intersystem crossing (RISC) process, because the
RISC rate can be represented by KRISC ≈ 1/3exp(-ΔEst/KBT) where KB

denotes the Boltzmann constant and T is temperature. Thus, harvesting
the non-radiative triplet excitons generated by carrier recombination at
room temperature is an important issue for developing high efficient
thermally activated delayed fluorescence organic light emitting diodes

(TADF-OLEDs), and it is necessary to investigate the photophysical
properties of TADF molecules.

Herein, we choose two experimental synthesized molecules of 2,4-
bis(3-(9H-carbazol-9-yl)-9H-carbazol-9-yl)-6-phenyl-1,3,5-triazine
(CC2TA) and 2-biphenyl -4,6-bis(12-phenylindolo[2,3-a] carbazole-11-
yl)-1,3,5-triazine (PIC-TRZ) as representative molecules due to their
similar structures and unique properties in previous research [8,9].
Based on the optimized structures, we identify the optimal functional
for two molecules respectively. Furthermore, we calculate the radiative
rate, non-radiative rate from lowest singlet excited state (S1) to ground
state (S0) and the intersystem crossing (ISC) rate, reverse intersystem
crossing (RISC) rate between lowest singlet excited state and triplet
excited state (T1) as well as the phosphorescence rate. Through our
calculation, we analyze the excited states properties and demonstrate
that the additional channel between S1 and T1 can promote the ISC and
RISC processes for CC2TA and PIC-TRZ. This could provide a clear
guidance for molecular luminescence simulations and the design of
high efficient TADF molecules.
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2. Theoretical method

The photoluminescence quantum efficiencies of prompt fluores-
cence (PF) efficiency (ΦPF) can be written as =

+ +
Φ k

k k kPF
r

r nr ISC
, and kr is

the radiative decay rate from S1 to ground state (S0), knr is the non-
radiative decay rate from S1 to S0 and kISC is the ISC rate from S1 to T1.
As for the thermally activated delayed fluorescence (TADF) efficiency
(ΦTADF), it is written as =

−
Φ ΦTADF

Φ Φ
1 Φ Φ PF

ISC RISC
ISC RISC

, where ΦISC and ΦRISC

are ISC efficiency and RISC efficiency respectively. Thus, in order to
obtain the luminescence efficiency, we should first calculate the rate
parameters [10].

For the radiative decay rate kr , it is calculated by Einstein sponta-
neous emission rate equation, which is written as

=k
f EΔ
1.499

.r
fi
2

(1)

where the f is oscillator strength without unit dimension and ΔEfi is
written as the form of wave number (cm−1).

According to the first-order perturbation theory and the Fermi's
golden rule (FGR), the non-radiative decay rate can be written as

∑= −k P H δ E E2π
ћ

( ).nr
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iv fu iv iv fu2
,

,
2
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Here Piv is the initial state Boltzmann distribution function and H is
the interaction between two different Born-Oppenheimer states, it
contains two components

= +H H r Q Q H r Q QΨ Ф ( , )Θ ( ) Ф ( , )Θ ( ).iv
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i iv
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i iv   (3)

where H BO represents the nonadiabatic coupling and H SO denotes the
spin-orbit coupling.

Based on the Franck-Condon principle and applying the Fourier
transform of the delta function, the non-radiative decay rate constant
from S1 to S0 can be written as

∫∑=
−∞

∞
−[ ]k R dt e Z t T1

ћ
ρ ( , ) .nr kl kl

iω t
i IC2

1if
(4)

Here ρ t T( , )IC is the thermal vibration correlation function (TVCF).
Similarly, the intersystem crossing rate constant between two electronic
states with different spin states is written as

∫=
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Both the methodology and application of this formalism can be
found in Peng's and Shuai's works [11–15].

3. Computational details

Theoretical study and quantitative analysis to the decay processes of
the electronic excited states have important directive significance to
design high performance molecules. To investigate the electronic states
of CC2TA and PIC-TRZ whose basic structures are shown in Fig. 1, the
optimal Hartree-Fock (OHF) method, which has been proved reliable
for the calculations of the excitation properties, is adopted [16]. In this
method, the transfer charge q is first calculated based on the optimized
ground state with Multiwfn (a multifunctional wavefunction analyzer)
[17]. Then, the optimal functional is determined according to the re-
lation of HF%=42*q, where HF% represents the component of the HF
in the functionals. So, the functional of PBE38 and PBE33 are selected
for CC2TA and PIC-TRZ respectively. The relationship was first pro-
posed by Adachi's group, which was obtained based on the study of 17
molecules [16]. For more details, one can refer to the initial article.
Thus, the geometry optimizations and frequency calculations are car-
ried out for S0 and T1 through density functional theory (DFT), while
for S1, time-dependent density functional theory (TD-DFT) is applied.
All these calculations are performed by GAUSSIAN09 program with the

optimal functional and 6-31G(d) basis set in toluene [18]. Besides, the
spin-orbit coupling constant is obtained by Dalton 2013 software [19].
Finally, the non-radiative rates of polyatomic molecules from S1 to S0
and non-radiative rates from T1 to S0 are carried out by MOMAP
(Molecular Materials Property Prediction Package) promoted by the
Institute of Chemistry Chinese Academy of Sciences and Department of
Chemistry in Tsinghua University [20–22].

4. Results and discussions

4.1. Vertical excitation energy and adiabatic excitation energy

In this article, we calculate the vertical excitation energy and the
adiabatic excitation energy for different situations, so we need to know
their different physical processes exactly which are displayed in Fig. 2.
Note that we neglect differences in zero point vibrational energies
(ZPVE) between the ground and excited states, because ZPVE are small
and rather independent of the basis sets and the functional issues.
Vertical excitation energies from S0 to S1 and T1 of the molecules are
defined as EVA(S1)= E(S1)//E(S0)-E(S0) and EVA(T1)= E(T1)//E(S0)-E
(S0), where ‘E(X)//E(S0)’ is the excitation energy calculated at the op-
timized geometry of the ground state S0. The vertical singlet-triplet
splitting is logically written as ΔEst= EVA(S1)-EVA(T1) which is corre-
sponding well with the A-B-C transition process shown in Fig. 2. In
Adachi's initial article, the energy gap between S1 and T1 for CC2TA
(60meV) is calculated by the abovementioned method. Actually, this is
a vertical energy gap.

As for the adiabatic excitation energy, it is calculated by the fol-
lowing expressions: E00(S1)= E(S1)-E(S0) and E00(T1)= E(T1)-E(S0),
where the E(S1) and E(T1) is the minimum energy value at the excita-
tion potential energy surface which is marked as D and E in Fig. 2. So
the energy gap between S1 and T1 is expressed as the energy difference
between D and E. According to the abovementioned equation, if we
want to calculate the adiabatic energy gap between S1 and T1, we
should know the accurate energy of involved excited states. Thus, the
optimization of excited state is needed.

Based on the abovementioned difference between vertical excitation
energy and adiabatic excitation energy, we use the optimal functional
to calculate the excitation energy of S1 and T1 for CC2TA and PIC-TRZ.
Here, CC2TA and PIC-TRZ are two special cases in Adachi's work, be-
cause their calculated energy gaps by OHF method are not consistent
with the experimental results and do not in accordance with their
proposed regulations. In this work, we obtain the adiabatic energy
between S1 and T1 through optimizing the excited state by selected
functional rather than the initial approach method proposed by
Adachi's group. All results are collected in Table 1. Results show that
the calculated ΔEst is 0.21 eV and 0.20 eV for CC2TA and PIC-TRZ re-
spectively, and they are all corresponding well with their experimental
values. Moreover, the calculated adiabatic excitation energies of E00(S1)
and E00(T1) are also consistent with the experimental data. This in-
dicates the advantage of our method in investigating photophysical
properties of CC2TA and PIC-TRZ.

4.2. Frontier molecular orbitals and absorption-emission spectrum

To understand the electron and geometrical structures of CC2TA
and PIC-TRZ, quantum chemical calculations are performed. Based on
optimized structure, the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) are drawn in
Fig. 3. For CC2TA, HOMO is mainly distributed over the outermost
carbazolyl units, whereas LUMO is localized on the central electron-
accepting triazine and its phenyl substituent. As for PIC-TRZ, HOMO is
mainly distributed on indolocarbazole donor unit and LUMO is loca-
lized on biphenyl triazole acceptor unit. Thus, small overlap between
HOMO and LUMO can be seen for two molecules. According to the
equation KRISC ∝ exp(-ΔEst/(KBT)), the reverse intersystem crossing rate
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increases with a decreased ΔEst. Furthermore, the energy gap ΔEst can
be written as ∬=

−
ΔE Φ Φ Φ Φ dr dr2 (1) (2)( ) (2) (1)st L H

e
r r L H 1 2

2

1 2
, where

ΦH and ΦL represent the HOMO and LUMO wave functions, e is the
electron charge. So, effective separation of HOMO and LUMO is one of
the most direct way to reduce the ΔEst. Through our calculation, we
know the energy gap ΔEst is 0.21 eV and 0.20 eV for CC2TA and PIC-
TRZ respectively, such small energy gaps imply the studied molecules
are promising TADF materials.

In addition, we investigate the absorption and emission spectra,
corresponding data are shown in Fig. 4. From the picture we can know
that the calculated lowest energy absorption and emission peak appears

at 326 nm and 445 nm which reasonably reproduced the experimental
absorption and emission wavelengths of CC2TA (340 nm and
~460 nm). For PIX-TRZ, the calculated lowest energy absorption and
emission wavelength is 368 nm and 501 nm which also corresponding
well with the measurements (~ 380 nm and ~ 466 nm). Moreover,
compared PIC-TRZ with CC2TA, the maximum UV-absorption and PL
emission peak show red shift for PIC-TRZ and these changes may due to
the increased rigidity of donor parts and the enlarged delocalization of
the LUMO localized in acceptor units. Thus, a smaller non-radiative
decay rate for PIC-TRZ can be expected and decreased non-radiative
consumption of excited state is detected, more details will discussed in

Fig. 1. Molecular structures of CC2TA and PIC-TRZ.

Fig. 2. Potential energy surfaces of the photophysical processes in thermally activated delayed fluorescence (TADF) compounds. S0 represents ground state, S1 is the
lowest singlet excited state, T1 is the lowest triplet excited state. VA and VE represent the vertical absorption and vertical emission energies respectively.

Table 1
The optimal functionals are shown and the vertical excitation energy of S1 (EVA(S1)) and T1 (EVA(T1)) as well as adiabatic excitation energy of S1 (E00(S1)), T1

(E00(T1)) and their energy gaps are listed.

Molecules q functional Calculated data (in toluene) Experimental data (in toluene)

EVA(S1) EVA(T1) E00(S1) E00(T1) ΔEst E00(S1) E00(T1) ΔEst

CC2TA 0.886 PBE38 3.80 2.78 3.33 3.12 0.21 3.15 2.95 0.20
PIC-TRZ 0.732 PBE33 3.37 2.64 2.94 2.74 0.20 2.91 2.73 0.18
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the following chapter.

4.3. Huang-Rhys factor and reorganization energy

The geometric modifications between S0 and S1 (T1) play an im-
portant role in the photophysical properties because they can largely
affect the non-radiative decay rate. Table 2 and Table 3 show the tor-
sion angles which are marked out in Fig. 1. Through comparing the
data, we know the angle of a1 and a3 change a small value (0°∼3°)
when CC2TA transfers from S0 to S1 and then transfers to T1 state.
While a2, a4 and a5 show a large variation about 18°, and this indicates
that the non-radiative decay process from S1 to S0 as well as T1 to S0 is
mainly related to the rotation of phenyl and carbazole units. Moreover,
the ISC and RISC processes are caused by the change of a2 from 35° in
S1 to 29° in T1. For PIC-TRZ, the main difference between S0, S1 and T1

is b6 which shows a significant rotation of phenyl (about 30°) at the end
of acceptor unit. Moreover, as we know, the non-radiative decay rate

constants of S1→S0, T1→S0 as well as T1↔S1 are proportional the mo-
lecular deformation between S0 and S1, S0 and T1 as well as T1 and S1.
In order to provide visible comparison, changes between S0, S1 and T1

are shown Fig. 5 for studied molecules. The root of the mean of squared
displacement (RMSD) with the expression =RMSD

∑ − ′ + − ′ + − ′[(x x ) (y y ) (z z ) ]1
N i

natom
i i

2
i i

2
i i

2 , is adopted to quantita-
tively characterize the geometric changes, a larger RDSM value means a
bigger geometry change and the value of RMSD between two states is
calculated by Multiwfn. For CC2TA and PIC-TRZ, the RMSD values are
corresponding well with the geometry changes. Moreover, the RMSD
value between S0 and S1 is 0.619 Å for CC2TA, and it changes to
0.359 Å for PIC-TRZ, this indicates that the PIC-TRZ molecule possesses
a smaller non-radiative consumption of excited state. Similar condition
can be seen between T1 and S0 with RMSD of 0.451 Å for CC2TA and
0.321 Å for PIC-TRZ, thus, a larger utilization of triplet excitons for PIC-
TRZ can be expected.

In addition, the Huang-Rhys factors are calculated to demonstrate
the molecular deformation for CC2TA and PIC-TRZ, because Huang-
Rhys factor is a useful index for the extent of geometry relaxation be-
tween two electronic states, the HR factors are first calculated ac-

cording to the equation =HRk
w D

2ћ
k k

2
. Here, ωk represents the vibration

frequency and Dk is the normal coordinate displacement of mode k.
Corresponding results are shown in Fig. S1 and Fig. S2, and HR factors
are collected in Table 4. One point should be clarified, the value of
RMSD represents the total geometry change between two states, here,
we calculate the first three large HR factors (Smax1, Smax2, Smax3) and
their total values (Sall). For CC2TA, we know the Sall is in the order of
35.2 (S0-S1) > 19.5 (S0-T1) > 3.3 (S1-T1), that is corresponding well
with the data of RMSD which is in the order of 0.619 Å (S0-
S1) > 0.451 Å (S0-S1) > 0.209 Å (S0-S1). As for PIC-TRZ, the Sall is in
the order of 22 (S1-T1) > 20.6 (S0-S1) > 18.6 (S0-T1) with the order of
RMSD 0.426 Å (S1-T1) > 0.359 Å (S0-S1) > 0.321 Å (S0-T1). More-
over, large HR factor means large non-radiative decay rate. Moreover,
from Fig. S1 and Fig. S2, we know that large HR factors (HR>2) are all
appeared in low frequency regions (< 500 cm−1), and these vibrations
are related to the rotation of outermost donor units. Furthermore, we

Fig. 3. Frontier molecular orbital distributions of CC2TA and PIC-TRZ.

Fig. 4. UV-absorption and photoluminescence spectra of CC2TA and PIC-TRZ in
toluene.

Table 2
Interesting angles (marked out in Fig. 1) are listed for CC2TA.

CC2TA a1 a2 a3 a4 a5

S0 19 21 122 121 12
S1 20 35 119 138 3
T1 21 29 119 139 4

Table 3
Interesting angles (marked out in Fig. 1) are listed for PIC-TRZ.

PIC-TRZ b1 b2 b3 b4 b5 b6

S0 138 58 117 45 4 37
S1 135 60 119 45 0 30
T1 138 60 117 45 2 0
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investigate the reorganization energy versus the normal mode fre-
quencies and corresponding results are shown in Fig. 6. Comparing all
data, we can see that, the reorganization energy between S1 and T1 for
CC2TA is small (Fig. 6c), this indicates that the geometry configuration
of S1 is similar to that of T1, and this brings small HR factor (Fig. S1c).
Furthermore, in order to better illustrate the relationship between
molecular geometry and non-radiative energy dissipation, the re-
organization energies are all projected onto the internal coordinate for
CC2TA and PIC-TRZ. Contributions from bond length, bond angle and
dihedral angle are collected in Table 5. Results show that the con-
tribution from bond length takes the major part in composition of re-
organization energy, for example, 71.7% for CC2TA between S0 and S1,
and 61.6% for PIC-TRZ between S1 and T1. Moreover, a small re-
organization energy for CC2TA between S1 and T1 can be found, this is
corresponding well with the analysis of HR factor and RMSD. Such a
large reorganization energy difference between S1 and T1 for CC2TA

and PIC-TRZ may result different up-conversion process and further
affect the TADF properties.

4.4. Radiative and non-radiative decay rates

According to the equation ∝
∆

λ H
E
so
st
where λ is the first-order mixed

coefficient between S1 and T1, and Hso represents the spin-orbit cou-
pling parameter, the ISC and RISC processes not only relate to the S1-T1

gap but also depend on the SOC constant. In this point, the heavy atoms
are not required for TADF molecule to achieve efficient spin conversion
when a molecule possesses a small ΔEst and HSO is not vanishingly
small. As discussed in Computation details,　we calculate all rate
parameters for the electroluminescence as shown in Fig. S3a, all data
are collected in Table 6. Results show that, the calculated fluorescence
rate for CC2TA is 1.91×107 s−1 which is larger than that for PIC-TRZ
with fluorescence rate of 2.71× 106 s−1, this may be caused by the
enlarged symmetry distribution of HOMO for CC2TA, and this brings
increased oscillator strength (0.0566) and further affects the luminesce
property. As for the non-radiative decay rate of Knr

s and Knr
T , they are

larger for CC2TA than these for PIC-TRZ. Moreover, the non-radiative
rate Knr

s exceeds reasonable limits compared with radiative decay rate
Kr

s, this can result in non-emitting phenomenon which is contrary to the
experimental results. The main reason is that, the non-radiative decay is
sensitive to surroundings, our simulation is based on single molecular
model and the intermolecular interaction is not considered. So when
made into OLEDs, the molecular vibrations and structure changes as
well as non-radiative process may be greatly reduced as illustrated in

Fig. 5. Geometry comparisons between S0 (black), S1 (red) and T1 (blue) of studied molecules. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article).

Table 4
The first three large Huang-Rhys factor and their total values are list for CC2TA
and PIC-TRZ respectively.

CC2TA PIC-TRZ

S0-S1 S0-T1 T1-S1 S0-S1 S0-T1 T1-S1

Smax1 17.4 13.1 2.2 10.1 8.6 7.8
Smax2 11.6 4.8 0.6 6.4 6.8 7.4
Smax3 6.2 1.6 0.5 4.1 3.2 6.8
Sall 35.2 19.5 3.3 20.6 18.6 22
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previous work [23–25]. The accurate simulation of non-radiative pro-
cess in organic film or organic crystal is being actively pursued.

As for the ISC and RISC processes, the calculated ISC rate is
4.07×105 s−1 and 4.89×104 s−1 for CC2TA and PIC-TRZ respec-
tively, and the calculated RISC rate is 3.86× 105 s−1 and 5.07×102

s−1 for CC2TA and PIC-TRZ respectively. Such efficient ISC and RISC
processes are greatly related to the small S1-T1 gap (0.21 eV and
0.20 eV). Furthermore, as Jamie Gibson and Thomas J. Penfold point
out, the vibronic coupling effect between the lowest local excitation
triplet (3LE) and lowest charge transfer triplet (3CT) can facilitate the
RISC for TADF [26–28], this illustrates the importance of intermediate
energy level between S1 and T1. In order to illustrate this effect, we
analyze the vertical excitation energy landscape of singlet and triplet
states based on the optimized ground state, corresponding data are
shown in Fig. S3b and Fig. S3c. When singlet and triplet excitons in-
jected, they are converted to lowest excitons from the highly excited
states through a rapid internal conversion process, mainly distributed in
S1 and T1 state while the T2 state will have some populations too for

CC2TA, because T1 and T2 are degenerate levels. The ISC process can
take place not only from S1 to T1 directly, but also from S1 to T11 then to
T1. Meanwhile, for the RISC, it is also a multi-step process through
additional energy level between S1 and T1, the ISC and RISC are multi-
step processes. Here, the energy level is determined by the vertical
excitation energy and this may be affected by different functionals, and
the reasonable way is to calculate the adiabatic energy level for all
excited states, this is a time-consuming process, and here we only
provide a simple exposition for ISC and RISC processes.

5. Conclusion

In this work, two special TADF molecules of CC2TA and PIC-TRZ are
theoretically investigated to illustrate their photophysical properties
and internal transfer mechanism of singlet and triplet excitons. Based
on the optimal Hartree-Fock method, we calculated the adiabatic en-
ergy gap, absorption and emission spectra. All data are corresponding
well with the experimental results, this verifies the reliability of our
adopted method for two molecules. Moreover, the index of RMSD, HR
factor and reorganization energy are used to analyze the non-radiative
consumption of excited energy. Results show that the non-radiative
decay rates Knr

s , Knr
T , KISC and KRISC for PIC-TRZ are all smaller than

these for CC2TA, this is largely caused by the smaller geometry changes
between S0, S1 and T1 of PIC-TRZ. Furthermore, the ISC and RISC
processes are multi-step processes with the incorporation of inter-
mediate energy level between S1 and T1. We theoretically provide il-
lustrations for photophysical properties of two special TADF molecules,
which is beneficial to design more efficient TADF molecules.

Fig. 6. Reorganization energy versus the normal modes wavenumber of CC2TA and PIC-TRZ.

Table 5
Reorganization energies (meV) from the bond length, bond angle, and dihedral
angle for CC2TA and PIC-TRZ are listed respectively.

CC2TA PIC-TRZ

S0-S1 S0-T1 T1-S1 S0-S1 S0-T1 T1-S1

Bond length 442.7 433.6 5.5 422.9 490.5 398.1
Bond angle 112.3 115.2 0.3 158.5 7.1 114.6
Dihedral angle 82.4 55.6 8.0 105.0 178.6 134.0
All 617.4 604.4 13.8 686.4 676.2 646.7

Table 6
The calculated oscillator strengths (f) and radiative (Kr

s) and non-radiative decay rate (Knr
s ) from S1 to S0, KISC and KRISC represents the intersystem crossing and

reverse intersystem crossing rate between S1 and T1. Kr
T and Knr

T is the radiative and non-radiative decay rate from T1 to S0 respectively. (unit s−1).

f Kr
s Knr

s KISC KRISC Kr
T Knr

T

CC2TA 0.0566 1.91× 107 3.47×1014 4.07× 105 3.86× 105 4.64×10−2 1.18× 107

PIC-TRZ 0.0102 2.71× 106 1.14×1011 4.89× 104 5.07× 102 4.14×10−2 1.18× 104
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