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Investigations of the detailed photophysical processes are of great significance for future material improvements
and novel designing strategies. Herein, the interconversion and decay rates of the first excited singlet state (S;)
and triplet state (T1) for the Cual2(P"N)3 complex are calculated using the thermal vibration correlation function
(TVCF) theory, combined with the optimally tuned range-separated hybrid functional (OT-0B97XD) method at
different temperature. A methodology with the building different ONIOM models, was carried over into simu-
lation of crystal environment. All calculated results perfectly match the experimentally available data, demon-
strating the validity of our applied theoretical approach. It has been found that the reverse intersystem crossing
(RISC) rate kgisc from Tp to S; is 3.11 x 10'% 571 at 300 K, about 7 order of magnitude larger than the phos-
phorescence rate k,(T) = 3.71 x 10° s’l, and far more than ISC rate kisc(T1-So) of 6.38 s~ L. The S; state can be an
efficient thermal population from the T; state by the RISC pathway, leading to an occurrence of thermally
activated delayed fluorescence (TADF), and the estimated delayed time of ©(TADF) = 10 ps. On the other hand,
the T state also exhibits stronger admixtures with higher lying singlet states due to stronger SOC, having a larger
ZFS of 17 ecm™}, thus, a relatively fast phosphorescence decay rate of k;(T) = 8.542 x 10°% 57! estimated by
Einstein emission formula is observed. Further calculation results show that the emission intensities are stem-
ming by 91% from the S; state as TADF and by 9% as phosphorescence from the T; state at 300 K, which in-
dicates the ambient temperature emission represents the combined luminescence of TADF and phosphorescence.
Our work would be useful for improving and designing the luminescent material combined high-efficiency TADF
with phosphorescence.

1. Introduction (SOQ) interaction, which can lead to relatively high radiative rates of
transitions from the T; state to the singlet ground state (Sp). In this case,

In recent years, the thermally activated delayed fluorescence (TADF) third row transition metal complexes with Ir(III), Pt(II), and Os(II)

materials as the third-generation emitters have attracted great atten-
tions because this is driven by high values of commercial applications,
especially in the fields of electroluminescence, for instance organic light
emitting diodes (OLED) [1-4]. The OLED market is estimated to reach
the $30 billion mark by the end of 2018 [3]. But, almost three decades
ago, people generally recognized that the OLED emitters are the
second-generation of OLED, which employs triplet harvesting effect
instead of fluorescent ones. In other words, the lowest triplet state (T;)
can be easily populated from their excited singlet states by fast ISC
(intersystem crossing) with the help of efficient spin-orbit coupling

central metal ions are well satisfied for such processes. Moreover, this
strategy appears to be particularly successful in treating the red and
green light emitting OLEDs. However, the disadvantages of this
second-generation OLED also show obvious [5,6]: on the one hand, their
rather long radiative lifetimes lead to quenching processes and bleach-
ing reactions owing to higher lying metal centered d-d* states; on the
other hand, these pricey transition metals, such as Ir, Pt, and Os etc. not
only are considerably costly but also have toxicity. With the increasing
of OLED utilization, costs of production become an important factor to
be considered.
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To overcome these shortcomings, one can focus on the exploration of
the new-generation emitters with the TADF characters. The TADF phe-
nomenon was first discovered by Perrin in 1929 and obtained a rapid
development since Adachi and co-workers adopted a promising TADF
strategy, to design purely organic TADF emitters and successfully
applied such emitters in the active layers of OLEDs in 2012 [5,7]. For the
TADF emitters, it is well known that efficient TADF must satisfy the vital
condition of a rather small excited singlet-triplet energy gap that lies
within the range of thermal energy at room temperature, which leads to
a thermally activated reverse (up-conversion) intersystem crossing
(RISC) from the triplet manifolds T; (ms—o, +1) to the Sy state. The singlet
excitons reproduced in the ways from the 75% of the T; state excitons
can then decay radiatively to the Sy state, which causes a delayed
fluorescence signal that can compensate the prompt fluorescence, and so
called the TADF, leading to the theoretical maximum quantum yield of
up to 100%, these processes are showed in Fig. 1 [8,9].

As is well known, it is desired to find a compromise strategy that
materials are neither expensive nor toxic, and appropriate for TADF
mechanism. Interestingly, Cu(I) complexes as a promising emitter class
came into the focus of the academic and commercial communities [10].
Compared to those d® and d® metal complexes, the Cu(l) d'® metal
complexes often have smaller SOC. Therefore the T;—S transition is
largely spin-forbidden, and this results in emission decay times of
several hundred microseconds. On the other hand, they generally have a
small energy gap AE(S;-T1) between the S; and T; states and a stable Ty
state, because their excited states, S; and T, often indicate low-lying
metal to ligand charge transfer (MLCT) characters. In this situation, a
noticeable charge separation between the metal and ligand upon exci-
tation will lead to the small quantum exchange interaction, namely the
smaller singlet-triplet splitting, AE(S;-T1). Therefore a TADF process
becomes possible.

Recently, in order to design excellent Cu-based TADF materials,
some theoretical and experimental groups have carried out the corre-
sponding studies. Marian and co-workers have reported that the pho-
tophysical properties of a three-coordinate Cu(I) complex with a
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Fig. 1. Photophysical processes of generated excitons for fluorescence, ther-
mally active delayed fluorescence and phosphorescence in the TADF molecules.
RISC and MECP represent reverse intersystem crossing, and minimum energy
crossing point, respectively; schematic vector representation of a triplet state
(T;) with spin magnetic quantum number (M = 0, +1) and a singlet state(S;)
with Mg = 0.
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monodentate N-heterocyclic carbine (NHC) ligand and a heterocyclic
bidentate ligand [11]. In 2019, Luminescent of linear N-heterocyclic
carbine copper(I) pyridine complexes investigated using a combination
of spectroscopy and density functional theory (DFT)/time-dependent
DFT (TD-DFT) calculations by Foller and Marian was found that this
structural motif was very favorable for generating excited triplet states
with high MLCT excitions and the RISC process was much faster than
submicrosecond fluorescence by two orders of magnitudes [12]. Sub-
sequently, Shuai and Peng groups also studies the photophysical prop-
erties of two-coordinate copper(I) complexes by the hybrid quantum
mechanics and molecular mechanics (QM/MM) method with thermal
vibration correlation function rate theory in solution and solid phase
[13]. Cui et al. reported in detail the TADF phenomenon of two copper
(I) complexes with 5-(2-pyridyl)-tetrazolate and phosphine ligands in
gas, solution, solid phases employing the ONIOM approach [14]. Our
team also explored the TADF properties for a series of the copper(I)
complexes in different environments by using the accuate quantum
calculation methods and obtained some valuable conclusions for mate-
rial design [15-17]. In terms of experiments, Yersin and his group, as a
typical representative of studying the Cu(I) complexes with TADF per-
formance, synthesized a series of the TADF copper complexes and
deduced a wealth of valuable experimental data and photophysical
mechanism using the spectral technology [10,18]. Very recently, the
luminescent properties of the three-fold di-nuclear Cu(I) complex of
Cua(p-1)2(1N-n-butyl-5-diphenyl-phosphino-1,2,4-triazole)s,
Cual2(P"N)3 (see Fig. 2) have been reported by Yersin et al. [19], and yet
Cual(P"N)3 was synthesized and purified as reported in ref. 20 [20].
They exhibit highly efficient TADF as well as phosphorescence at
ambient temperature with a total quantum yield of 85% for the powder
material. Although the radiative rates of the excited singlet and triplet
states, zero-field splitting (ZFS) as well as AE(S;-T1) were measured by
fitting according to the experimental data, the details of excited state
processes, such as radiative or nonradiative decay rates, ISC and RISC
rates between excited singlet and triplet states, remain unclear. There-
fore the detailed photophysical processes are worth further theoretical
calculations for material improvements and new design strategies. To
our knowledge, this work has not been done to theoretically reveal the
strong TADF mechanism in solid state for the three-fold di-nuclear Cu(I)
complexes.

Driven by motives of these questions, theoretical calculations will
help to achieve a better understanding of the detailed decay processes
and electronic structures of excited states for such compounds. How-
ever, a reliable and efficient calculation approach for the prediction of
these problems is essential, as it would help to determine the origin of
experimental results as far as possible. Currently, there are two large
challenges to be able to accurately describe the charge transfer (CT)
excited state properties of TADF emitters and the solid environment in
theoretical studies. In this work, the CT excited states have been dealt
with the range-separated (RS) exchange density functional (e.g. ®B97XD
and CAM-B3LYP) combined with tuning o (range-separation parameter)
via the nonempirical procedure [21-23]. Recently, the introduction of
an appropriate, fixed amount of exact-exchange (eX) functional has been
demonstrated to provide an improved description of the CT
excited-state. Another key challenge in the computational model of
TADF is the description of solid environmental effects. In this study, we
systematically and quantitatively studied on the excited state decay
dynamics for the three different models in solid state environment by
applying a popular layered ONIOM approach combined with a thermal
vibration correlation function (TVCF) theory developed by Shuai’s
group [24,25], which provides a quantitative understanding. These deep
investigation of luminescence mechanism is very meaningful for the
molecular design of novel highly efficient dinuclear Cu(I) complexes.
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(a) Chemical structure of
Cu,1,(P*N)3
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(b) Crystal cell structure of the
Cu,I,(P"N); single crystal

Fig. 2. Chemical and crystal cell structures of Cuxl2(P"N)3 (Cua(p-1)2(1N-n-butyl-5-diphenyl-phosphino-1,2,4-triazole).

2. Computation details
2.1. Calculation model construction

The aggregation effect of the crystal phase of the Cusl(P"N)3
molecule is simulated by the two-layer ONIOM model that is constructed
according to the X-ray crystal structure [20], and the detail packing
clusters are plotted in Fig. 3. As can be seen from Fig. 3, three different
models are constructed using a two-level ONIOM model theory to verify
the influence of the different aggregation models on the photophysical
processes, where are a centered Cuzl3(P"N) molecule as high layer with
130 atoms, and surrounding remaining molecules considered as low
layer level. Namely, Mod 1 is a 2-dimensional model (3 x 3 x 1), low
layer of 1040 atoms; low layer of 3120 atoms for Mod 2 with the size of
5 x 5 x 1; and Mod 3 is 3-dimensional model of the 3 x 3 x 3 size with
the low layer of 3380 atoms. In the ONIOM calculations, the central
molecule is treated using the accurate high-level QM method, while the
outermost molecules as MM part are calculated using the efficient uni-
versal force field (UFF) method [26], and this part are frozen during the
ONIOM geometry optimizations. Moreover, the MM charges are
computed using the QEQ formalism that is embedded onto the QM
electronic structure to consider the polarization interaction of the MM
charges on the QM atoms [27]. All these ONIOM calculations were
carried out with the Gaussian 09 program [28].

2.2. Geometry optimizations

Periodic calculations have been carried out using the plane-wave
technique as implemented in the Vienna ab initio simulation package
(VASP) code using the projector augmented wave pseudopotential for
the core electrons [29]. The exchange correlation potential was
described by employing the generalized gradient approximation (GGA)
with Perdew-Burke-Ernzerhof (PBE) functional with a 500 eV cutoff
energy for the plane wave basis set for the valence electrons [30].
Spin-polarized calculations were performed.

At the beginning of calculations, the B3LYP is chosen as the QM
initial approach for geometric optimizations of the ground state in the
ONIOM calculations. As for the excited state optimization, the TD-DFT
theory is a useful and reliable tool to explore the excited states of rela-
tively large molecular systems. But, the precise descriptions of the
excited state properties are strongly dependent on the choice of func-
tional in the framework of TD-DFT, especially, for the description and
optimization of CT excited states. The standard functionals may fail
completely in predicting the excitation energies when computing such
large CT systems. Fortunately, the RS exchange density functional can

improve the description of the CT properties due to putting up with the
incorrect asymptotic behavior in the long-range limit. The general for-
mula of the RS functionals can be defined as follows equation (1)
[21-23].

11— [a+ ferf(wRy,)] 48 + perf(wRyy)
Rp R, Ry,

€8]

herein, according to the error function (erf), the double electron repul-
sion operator 1/R; is divided into two types by means of Ewald-style
partition: a short-range interaction with the first term on the right-
hand side described by DFT exchange potential and a long-range inter-
action with the second term described by the HF exchange integral. The
o of range-separation parameter, in unit of Bohr !, reveals the exchange
terms witches from DFT to HF as the distance of R;5 changes between the
electrons at the coordinate vectors R; and Rp. The “optimal tuning’’
amounts to the optimization of the ® parameter, which was performed
by the optDFTw procedure under the B3LYP optimized geometries, on
the basis of the exact Kohn-Sham theory [31]. This theory indicates that
the negative HOMO energy for an N-electron system equals to the ver-
tical ionization potential, as shown in formula 2. The optimally-tuned RS
functional of ®B97XD for three modes of Cusl5(P"N)3 is carried out to
obtain the optimal ® values when J? reaches the minimum, and marked
as “OT-0B97XD”, the o results are depicted as in Fig. 4.

1
=" [en(N +1i) + IP(N + )] @)
i=0

The Sp and T; states were then reoptimized using the optimal ®
values for the QM region of the ONIOM high-layer, and the calculations
were also implemented by the popular non-optimized CAM-B3LYP
functional including a finite amount of short-range exchange, namely as
a = 0.2 for comparison [32]; and the S; states were optimized by using
the time-dependent OT-®B97XD functional. In all DFT and TD-DFT
calculations, the SDD pseudo-potential basis set is applied for the I
atom and 6-31+ G(d) basis set is applied to the remaining other atoms.

Finally, harmonic vibrational analyses in the solid phase are calcu-
lated using the same ONIOM computational level. These vibrational
frequencies and modes are applied to the subsequent TVCF calculations.

2.3. Calculations of electronic structures

Excitation properties and emission spectra for Mod 3 were calculated
with the parallel version of the TD-OT-®B97X-D3 method on the basis of
the OT-0B97XD (o = 0.0984 Bohr 1)) optimized T; structures using
version 4.1 of the ORCA package [33]. We opted for the all electron
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Fig. 3. Diagram of constructing the ONIOM QM/MM model for the Cu,I>(P"N); crystal. All constructed models are two-level ONIOM, the centered Cu,I>(P"N) is
treated as high layer (130 atoms) with QM mechanism; remaining molecules are regarded as low layer at the MM level. Mod 1: 2-dimensional model (3 x 3 x 1), low
layer of 1040 atoms; Mod 2: 2-dimensional model (5 x 5 x 1), low layer of 3120 atoms; Mod 3: 3-dimensional model (3 x 3 x 3), low layer of 3380 atoms.

scalar relativistically recontracted DKH-def2-TZVP(-f) basis set dis-
carding all f-functions of higher angular momentum for the Cu, P, N, C,
and H atoms [34], while the old-DKH-TZVP basis set was employed for
iodine in conjunction with the corresponding SARC/J auxiliary basis set
required for the RIJCOSX algorithm in order to speed up the calculations
[35]. Scalar relativistic effects were treated using the second order
Douglas-Kroll-Hess (DKH) method. The SOC effects along with the ZFS
interactions are the SOC quasi-degenerate perturbation theory (QDPT)
approach [36], where we employed an accurate multicenter spin-orbit
mean-field (SOMF) of the Breit-Pauli SOC operator on all centers [37].
This operator explicitly deals with the spin-same-orbit and
spin-other-orbit terms in its two-electron part, and leads to a mixing of
different multiplicities (AS = 0, £1).

2.4. Radiative and nonradiative rate constants

Under the Frank-Condon approximation, based on the Fermi’s
golden theory, the radiative rate constants, called as fluorescence rate
k:(S), and phosphorescence rate k;(T), are obtained by the integration of
the whole emission spectrum cem(®, T) at different temperatures, which
can be expressed as the following equations (3) and (4) [25,38]:

2 3 s
@M“n:§£FW@M4V$H/[mﬂWww:?m@UW 3
k,.:/ Oem (@, T)dw (€)]

0
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Fig. 4. J? as a function of the optimally tuned range-separation parameter ® (bohr 1) based on equation (2) of ®B97XD (the default value of ® = 0.2) functional for

Mod 1, Mod 2, and Mod 3. The minimum displays the optimal value of ®.

here, u is the electric transition dipole moment between two electronic
state; and the pe,(t, T) = Trle’™ Hr, /S: el Hg, | is the TVCF formula
which can be solved analytically by multidimensional Gaussian in-
T
tegrations; Zr! = Y52 o, o€ ™ expresses the partition function,
here N is the number of normal modes. In addition, at ambient tem-
perature limit, the radiative decay rates can be calculated by Einstein
spontaneous emission rate equation (5) [39,40].
4, 2

kee :WAESHI . |1(So<Tie)] (5)
wherein AEs, ., indicates a vertical emission energy, and subscript {
denotes the substates of triplet state Tj.

Using first-order perturbation theory, the nonradiative internal
conversion rate k;, between two electronic states with the same spin
states can be written as the following equation

1 e
knr = ?Rkl / dte™1% rpS| So (tv T) (6)

In which place, Ry = (®s, \1351 K| D, {Ds, \1551_1\(1550) is the nonadiabatic
electronic coupling matrix between two electronic states; and Psl_k = -
ih0/0Qs,  represents the normal momentum operator of the kth mode in
the Sy state.

Rate constants for nonradiative ISC from initial S; state to the final T;
state could be estimated as follows [25,41]:

21 N _ T 2
kisc :Z‘<T1|HSOC‘SI>|ZZT|]Z‘3 oy |<@T1.|'|@S|,u>| 8(Er,» — Es, ) )

vu

By means of the Fourier transform for the § function, equation (7) can
be rewritten as equation (8).

1 . *© .
kISC:?KTl'HSOClSl)'z/ df[em"s'lzﬂlprsc(’v T)} ®)

wherein [(T; \Hsoc|sl>| is the SOC matrix between Ty and Sq; u and v
denote the vibrational quantum numbers of the initial S; state and the

final T, state in equation (7), respectively; while the § function is to keep
the conservation of energy.

For the above-mentioned equations, their detailed derivation and
solution could be found in Shuai’s and Peng’s works. All calculations
were carried out using the MOMAP 1.0 program promoted by Shuai’
teams [25].

3. Results and discussion
3.1. Geometric structures of Cuxl2(P"N)3

The accurate optimization of molecular geometry is a prerequisite
for the calculation of photophysical properties. In this work, the key
geometrical parameters of the Sy states of the Cuyl2(P"N)3 molecule
crystal using different calculation approaches with B3LYP, CAM-B3LYP,
PBE, and OT-0B97XD for three models are collected in Table 1, together
with the X-ray crystal structure for comparison. It is obvious from
Table 1 that the OT-oB97XD method is in excellent agreement with the
X-ray crystal data [20]. This means that adopted OT-oB97XD method is
suitable for this complex. The optimally tuned o values calculated by the
tuning optDFTw procedure for Mod 1, Mod 2, and Mod 3 in the ONIOM
framework are illustrated in Fig. 4 [31]. It can be seen from Fig. 4 that
the optimal o values substantially reduced to 0.0984, 0.0991, and
0.1034 Bohr ! for Mod 3, Mod 2, and Mod 1, respectively, as compared
to the default value of ® = 0.2 Bohr ! of the ®B97XD functional. Ac-
cording to the range-separated density functional theory, the tuning ®
value of a specific system can reflect the overall delocalization degree of
the electrons, that is, the inverse relationship between the tuning o value
and the extent of electron delocalization. The three models have
different electron delocalization due to the different o values, wherein
the ® value of Mod 3 is the minimum (0 = 0.0984 Bohr’l) and the
delocalization degree of electron density is the maximum, which in-
dicates that there is a few long-range interaction from exact HF ex-
change integral. These results further indicate that it is vital important to
accurately set up the different ONIOM models for the solid states
because of having a great impact on the electronic description for the



L. Lyetal

Table 1

Organic Electronics 81 (2020) 105667

Comparison of optimized vital structural parameters with bond Distances (A) and angles (deg) at equilibrium geometries of the ground states for Cu,I,(P"N)s in the

ONIOM level with those of experimental crystal parameters.

B3LYP CAM-B3LYP OT-wB97XD PBE Exp. value
Mod 1 Mod 2 Mod 3 Mod 1 Mod 2 Mod 3 Mod 1 Mod 2 Mod 3
R(Cul-Cu2) 3.1978 3.2001 3.1083 3.1437 3.1457 3.0738 3.0967 3.1203 3.0405 2.8297 2.8405
R(Cul-I1) 2.9047 2.9025 2.9156 2.8595 2.8603 2.8698 2.8743 2.8783 2.8831 2.6726 2.6566
R(Cul-12) 2.8051 2.8068 2.7691 2.7604 2.7603 2.7341 2.7575 2.7767 2.7346 2.6435 2.6249
R(Cu2-11) 2.9718 2.9752 2.9109 2.9235 2.9228 2.8793 2.9260 2.9367 2.8951 2.6990 2.6970
R(Cu2-12) 2.8772 2.8742 2.8916 2.8475 2.8472 2.8588 2.8676 2.8664 2.8699 2.6743 2.6543
R(Cul-P1) 2.1979 2.1981 2.1888 2.1800 2.1801 2.1745 2.1796 2.1858 2.1780 2.2346 2.2529
R(Cul-P2) 2.2272 2.2273 2.2253 2.2081 2.2081 2.2089 2.2038 2.2159 2.2080 2.2435 2.2498
R(Cu2-N1) 1.9489 1.9492 1.9511 1.9410 1.9413 1.9439 1.9502 1.9407 1.9538 2.0449 2.0563
R(Cu2-P3) 2.1754 2.1752 2.1729 2.1585 2.1586 2.1576 2.1606 2.1684 2.1594 2.2068 2.2227
«2P1CulP2 118.05 118.06 115.83 116.97 116.98 115.48 115.16 116.57 114.48 111.32 111.74
£N1Cu2P3 121.16 121.12 122.71 120.71 120.68 122.19 119.43 120.24 120.85 114.44 114.91
£P1Culll 101.59 99.43 102.02 101.86 101.81 102.06 102.01 102.16 102.79 105.44 104.66
«N1Cu212 113.41 111.36 113.17 113.70 113.06 113.41 114.47 114.33 113.88 112.94 112.65

proportion of DFT-type exchange and HF exact exchange in the ex-
change functional.

Fig. 2 sketches the dinuclear copper(I) complex of Cuyla(P"N)s, in
which two Cu centers are connected by two I-bridges in a Cuply metal
halide core, and additionally by a third bridging P"N ligand bearing five-
membered heterocyclic moiety such as 1, 2, 4-triazole. Analyzing the
geometrical parameters in Table 1, at the OT-0B97XD level, the corre-
sponding Cul-I12, Cu2-I1, Cul-P1, and Cu2-P3 bonds are calculated to
be lengths of 2.7575 (2.7767) [2.7346], 2.9260 (2.9367) [2.8951],
2.1796 (2.1858) [2.1780], and 2.1606 (2.1684) [2.1594] A for Mod 1
(Mod 2) [Mod 31, respectively. In addition, two vital angles of the
#P1-Cul-I1 and #N1-Cu2-I2 are computed to be 102.01° (102.16°)

Table 2

[102.79°], and 114.47° (114.33°) [113.88°] in Mod 1 (Mod 2) [Mod 3],
respectively. The geometrical parameters of Mod 3 at the S state agree
well with the crystal X-ray structure, and the largest deviation being less
than 1.87° for angles and 0.27 A for bond lengths.

Based on the Franck-Condon principle and Fermi’s golden rule, the
geometric deformations between Sy and S; or Ty can largely control the
nonradiative decay rate and the spectral shape. That is also to say, the
nonradiative decay rates of S; — S, T1 — Sp and T; < S; mainly depend
on the geometric deformation between Sy and S3, Sp and T; as well as Ty
and S; of the Cuply(P"N)3 molecule. The geometric changes among Sy, S1
and T; are illustrated in Table 2 for providing a visual comparison.
Recently, the root of the mean of squared displacement (RMSD) with the

Comparison of overlapping ONIOM optimized geometries of the Sy, S;, and T, states for Mod 1, Mod 2, and Mod 3.

RMSD = root mean square displacement/deviation..

Model So VS S1 S1 VST
Mod 1 3 ‘Q g
RMSD? 0.160
Mod 2
RMSD 0.151
Mod 3
RMSD 0.050 0.052 0.010
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formula as RMSD = 1/1/ny" 1" [(x; — x,) + (yi — ¥, + (51 — )% is a
practical tool to quantitatively characterize the geometric changes, and
the values of RMSD between two states are estimated by the Multiwfn
program of Tian Lu development [42]. It is found that the geometric
changes of Sy vs S; or T; in Mod 1 and Mod 2 are more significant than
that in Mod 3 with the RMSD values of 0.050 A and 0.052 A respectively,
as shown in Table 2. Thus, the paths of nonradiative energy consump-
tion are partly forbidden, and the radiation efficiency of fluorescence or
phosphorescence is expected to improve in Mod 3. For investigating the
ISC and RISC processes, the geometric changes between S; and T; states
are also compared for three models. The values of RMSD are 0.012,
0.013, and 0.010 A from Mod 1 to Mod 3, respectively, which are much
smaller and these show a small variation of the geometries for the S; and
T, states in ISC and RISC processes. Especially for the Mod 3, the non-
radiative energy consumption is minimal and enhanced ISC and RISC
probabilities, which provides the possibility for the occurrence of TADF.

3.2. Properties of excited states of Cuxlo(P°N)3

The electronic energies, adiabatic energy differences, and vertical
emission energies of Cusla(P"N)s, for difference model environment
were calculated by employing the TD-OT-wB97XD and TD-CAM-B3LYP
functionals (see Table 3). Besides, emission spectra were also simulated
by performing vertical S;—Sp and T;—Sy transitions at the scalar rela-
tivistic DKH TD-OT-0B97X-D3 level with and without SOC effects by
means of QDPT from the optimized T; structure for Mod 3, as plotted in
Fig. 5. The lowest excited state of experimental emission spectrum
without the SOC interactions demonstrates that there is a weak band at
420 nm (2.95 eV), which belongs to the vertical transition of S;—Sg
[19]. From Fig. 5, the calculated and the experimental spectrums are
seen to completely match, with the simulated value of 423 nm. The
calculated frontier orbitals show that the HOMO is mainly originated
from a linear combination of the d-orbitals of the Cu(I) atoms (32%)
with the p-orbitals of the iodide atoms (41%), in other words, located
mainly on the Cu(I)-I core, whereas the LUMO is mainly distributed over
the bridging of 1N-n-butyl-5-diphenyl-phosphino —1,2,4-triazole (see
Fig. 6). It reveals that a transition from the spatially well separated
HOMO to LUMO should be assigned as (copper + iodide)-to-ligand (M
+ D) LCT transition, shortly called as MLCT. The IMLCT S; excited state is
mainly single excitation with both of 98% of HOMO — LUMO character
at the optimized S; and T; geometries, this means that HOMO and
LUMO are approximately equivalent to “hole” and “electron” of transi-
tion state.

In addition, the partial and total densities of states were carried out
by VASP package without structure relaxation for the Cuslo(P"N)3
crystal, as shown in Fig. 7. And Fig. 7 shows that the lowest energy
excited state formed at the Cuyly(P"N)3 crystal is a charge transfer state
with the electron localized on the bridging of P"N LUMO and the hole
located on the Cu + IHOMO. Photoexcitation of copper + iodide leads to
electron transfer onto the bridging ligand of PN, while photoexcitation

Table 3
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of the bridging ligand of P"N results in hole transfer to the copper +
iodide core. The charge densities of the HOMO and LUMO orbitals are
shown in Fig. 7c. In general, the more significant is the delocalization
between donor and acceptor, the stronger is the interaction. The donor
state for the hole transfer is localized strongly on the copper + iodide
core, indicating weaken donor—acceptor coupling. These results are
consistent with those of quantum chemistry.

Upon the spectra including SOC, it can be seen from Fig. 5 that the
shape of the spectrum does not change significantly. For example, the
S1—Sp emission spectrum at 425 nm (23554 cm™!) shows slightly red-
shifted compared with that of without SOC, and it basically retains
S1—So (M + I) LCT features. As to the T;—S( emission, it is theoretically
forbidden under an non-relativistic treatment, however, relativistic SOC
effects can couple these forbidden transitions, leading to nonzero tran-
sition probability. Thus, the formally spin forbidden T;—S excitation is
activated via SOC interaction. The T1—Sy excitation, at 448 nm gains
small oscillator strength (f ~ 6.534 x 10~>) for Mod 3 at the TD-wB97X-
D3/DKH-def2-TZVP(-f) level (see Fig. 5 green line). Fig. 6 shows that the
T; state is also mainly single excitation with both of 99% of HOMO —
LUMO character at the S; and T; geometries, having the same character
of (Cu + I)-to-ligand (M + I) LCT transition with the S; state. This
implies that the S; and T, states have the same orbital configurations.

According to the above discussion, the S; and T states have the same
orbital configurations, 'MLCT and 3MLCT from the single HOMO —
LUMO excitations. We know that a key requirement of the TADF
occurrence is very small singlet-triplet splitting energy, AE(S;-T;) be-
tween the S; and T; excited states under the help of thermal energy.
Whereas, in this situation, AE(S;-T;) is well approximated by the ex-
change integral (also namely as twice the exchange coupling constant,
Ju,1) for HOMO ¢y and LUMO ¢y, as the following equation [10].

=cs // (PO (7)1 / 72— il (Fa)bu (PO
= CJ//'[)I-LL(71)1 / ‘?2 - ?1 |pH~L(72)d§| dfz (9)

Here, c; = e?/4me, is a numerical constant; puL = ¢u()- ¢r(r) is called
the transition density. From equation (9), the exchange integral can be
estimated as the electrostatic interaction of the transition density py .
with itself. The estimated transition density is depicted schematically in
Fig. 6. The important observation is that the S;—»Sy and T;—S, excita-
tions have the small transition densities in absolute value in spatial re-
gions, which implies that AE(S;-T;) is small and the spatial overlap of
the HOMO and LUMO is also small. This may also be explained by
representing the molecular orbitals by linear combinations of orbitals
localized in different spatial regions. Besides, we calculated the density
differences of the S;—Sp and T; S excitations by using Ap(r) = ApEle(r)
- Ap"®'(r), and plotted them in the bottom of Fig. 6, where significant
electron density difference are found between the electron donor of
copper + iodide core with the depletion density (coffee color) and the
1N-n-butyl-5-diphenyl- phosphino —1,2,4-triazole ligand acceptor with

Calculated electronic energies (in a.u.), adiabatic energy differences AE eV, and vertical emission energies, AE, eV for the Cu,l2(P"N)3 complex in difference model

environment with OT-0B97XD and CAM-B3LYP functionals.

OT-0B97XD

E(So) E(S1) E(T1) AE(So-S1) AE(S;-T1) AE | (So-S1) AE,(5:-T1)
Mod 1 —6913.935282 —6913.849898 —6913.852101 2.323 0.059 2.667 0.132
Mod 2 —6914.311681 —6914.234240 —6914.230637 2.107 —0.098 2.687 0.135
Mod 3 —6913.975026 —6913.885106 —6913.886885 2.447 0.048 2.920 0.155

CAM-B3LYP

E(So) E(S1) E(T1) AE(So-S1) AE(S;-T1) AE, (So-S1) AE,(S;-T1)
Mod 1 —6912.833819 —6912.727257 —6912.700713 2.898 —0.722 2.563 0.134
Mod 2 —6912.833870 —6912.727286 —6912.744878 2.899 0.478 2.545 0.144
Mod 3 —6912.826749 —6912.715207 —6912.732748 3.035 0.477 2.639 0.131
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the excess density (purplish red). This indicates that the hole and elec-
tron on the Cugla(P"N)3 molecule are completely separated, and this
larger separated distance is defined having a CT excited nature, which
leads to selecting the OT-oB97XD and CAM-B3LYP approaches to
evaluate AE(S;-T;) for three models (see Table 3). Compared to the
experimental value of AE(S1-T1) = 430 cm ™%, it is apparent that OT-
©B97XD gives the best prediction of AE(S;-T;), adiabatic energy dif-
ference, AE(S1-T1) of Mod 3 is 0.048 eV (~387 cm’l), matching the
experimental value of 430 em ! very well [19].

3.3. Radiative rate constants of Cuzla(P°N)s

In this section, the simple Einstein spontaneous emission formula of
equation (5) is used to estimate fluorescence k.(S) and phosphorescence
k.(T) rate constants, these data are summarized in Table 4. As we know,
a detailed study of photophysical properties of the emitting T; state is
vital for the excited state dynamics understanding in TADF material. For
the phosphorescence k(T), actually, the direct electric transition dipole
moment of the T;—Sp emission is strictly spin-forbidden in an unre-
lativistic regime. However, for transition metal complexes, the relativ-
istic SOC interactions will split an emitting T; state into three substates
(T1, 1, T1, 1, and Ty, 1) in the zero field, which can cause these substates
to have quite different radiative properties. The calculated results reveal
a very large energy splitting of the emitting T; state into substates for
three models of CuI>(P"N)3, for example Mod 3, amounting to AE(Ty, -
T, D =17 em !, and AE(Ty, Ty, P = 10 em ™}, corresponds to an
emitting triplet state which is largely of MLCT character. TD-DFT cal-
culations also support this assignment. These results further indicate
that the substates of the emitting T; state do not represent pure triplet
state, and they also contain contributions from singlets due to SOC. Thus

Table 4

Computed vertical transition energies AE, oscillator strength f, radiative rates k;,
and lifetimes 7 of the spin sublevels at the T; minimum and the corresponding
experimental values in parentheses.

State AE f ke (s™H) 7 (js)
(em™)
Mod 1
Ty, 20435.2 1.272 x 3.543 x 10° 282
10°°
Ty o 20443.2 2.258 x 6.295 x 10° 159
10°°
T1, m 20451.1 1.301 x 3.630 x 10° 275
10°°
Average k.(S) = 4.489 x Tav(T1) = 223
10°
Sy 21515.6 4.873 x k(T) = 1.505 x 7(S1) = 0.664
1073 10°
Mod 2
Ty, 1 20570.8 9.466 x 2.672 x 10° 374
10°°
Ty, 20579.7 2.201 x 6.218 x 10° 161
10°°
Ty, m 20587.8 1.347 x 3.808 x 10° 263
10°°
Average k(T) = 4.232 x T.v(T1) = 236
10°
3 21678.1 5.109 x k(S) = 1.601 x 7(S1) = 0.625
1073 106
Mod 3
Ty, 22285.1 6.538 x 2.166 x 10° 462
10°°
Ty, 22295.3 6.534 x 2.167 x 10* 46 (20)°
10°°
Ty, m 22302.4 5.392 x 1.789 x 10° 559
10°°
Average k:(T) = 8.542 x Tav(T1) = 117 (55)*
108
3 23554.0 5.038 x k:(S) = 1.865 x 7(S1) = 0.536
1073 106 (0.300)°
a Ref.19.
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the discussion of efficient SOC becomes very important.

In order to understand coupling caused by SOC interaction, impor-
tant coupling states marked using the same colors (blue and pink) are
displayed in Fig. 8. The shift in the substate energy mainly originates
from a singlet-triplet (EfT) SOC, which is expressed as equation (10)
[43].

~ 2
EST = Zi‘gég{)}f‘zgig c=LILII (10

Based on equation (10), the contribution of the SOC from S; for the
emitting T; state is almost zero because the S; and T; states have the
same configurations, “>g3¢4, which violates the principle of conserva-
tion of total angular momentum. These analysis is very consistent with
the small SOC values calculated ((T1, o|Hsoc|S1, o) = —0.95 i cm™%; (T,
+1 |Hsoc|sl, ()> =8.00-2.521 cm’l; and (Tl, -1|HSOC|SI, 0) =8.00 + 2.521
em™Y), see Table 5, which would be negligible. One can note in Table 5
that the SOC interactions between the other higher excited states S, (n =
2, and 3) and T; are very strong. As a case of strong SOC, the SOC values
between T; and Sy are respectively (Tq, o|Hsoc|S2, o) = 6.35i em™L (Ty,
+1|Hsoc|32, 0) =43.86 + 1.37 i cm"l; <T1, _1|Hsoc|52) o> =43.86-1.37 i
em ™}, corresponding to three component values of Hgoc(x) = —1.93
em?, Hgoc(y) = —62.03 em ™Y, and Hsoo(z) = 6.35 cm ™ L. It is easily seen
from Fig. 8 that the two states are related by moving an electron with
spin-flip between the ¢ and @3 orbitals (marked by circles). Since both
the @2 and @3 orbitals are situated at the copper + iodide core, coming
from the d orbitals of Cu and the p orbitals of iodide atoms, their SOC
and hence, that of MLCT state, is very strong according to the same
center and heavy atom effects. The strong coupling of the S state and Ty
state, and the reason is similar to the description of the Sy and T; states.
Although the other higher excited states also have strong SOC effect, the
contributions on ZFS are neglected due to larger energy denominators.
As discussed above, a strong SOC induced strong ZFS and strong radi-
ative rates are obtained.

Considering ZFS for the Mod 3, one find that the phosphorescence
radiative rates of the three substates are k;, 1 = 2.166 x 103571 (71 = 462
ps), kr, 1= 2.167 x 10% s~ (z;y = 46 ps), and ky, i = 1.789 x 103 571 (e
= 559 ps), respectively, in reasonable agreement with experimentally
measured values of k; | + k;, 1 = 4.4 x 10% s7! and ke m=5x 10*
s 1.1%An averaged emission decay time 7,, of three substates can be
calculated by the three individual decay times in the light of 7,y = 3(z !
+ i+ 7iit) ! (e, 71, and 7 denote the emission decay times of the T,
T1, , and Ty, substates).*® From Table 4, the average value calculated
for the three phosphorescence rate is k(T) = 8.542 x 103571 (7av(T7) =
117 ps), and the rate of the fluorescence is k;(S) = 1.865 x 10° (z(S)) =
0.536), which are in good agreement with experimentally measured
values of 7,y = 55 ps and 7(S;) = 0.3 us.14

The rate constants with k.(S), and k.(T) are also calculated at 77 K
and 300 K by using the TVCF method considering the displacement,
distortion, and Duschinsky rotation effects, as shown in Table 6. The
k.(T) values are estimated to be 4.12 x 10%s ! and 3.71 x 10% s~ for
Mod 3, respectively, at 77 K and 300 K, perfectly matching the experi-
mental value (=4.412 x 10° s™1) [19]. In contrast, fluorescence rate
k:(S) is about one order of magnitude of smaller than that of the
experimental measures, which is mainly due to the vibration deforma-
tion effect leading to the stronger nonradiative transition.

3.4. TADF and phosphorescence mechanisms of Cuzl2(P"N)3

In principle, the small energy splitting AE(S;-T1) = 387 cm™! be-
tween the S; and T; would be well suited for an efficient TADF effect.
Hence, TADF is expected to occur. However, for the actual effective
occurrence of TADF, the S; state has to be repopulated, which means
that the RISC rate kgisc from T; to S; should be larger than the rates of
radiative and nonradiative decay of T; to Sy at ambient temperature. In
general, the RISC process should be promoted by the help of SOC
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Table 5
Calculated SOC matrix elements (in cm 1) between T; and S, states at the T;
structure of Mod 3 using the TD-0B97X-D3/DKH-def2-TZVP(-f)//SARC/J
method.

Root (T1, o|Hsoc|Sn, 0)* (T1, 11/HsoclS1, o) (T1, 2|HsoclS1, o)

T So 0.00, 1.35° —5.83, —28.74 —5.83, 28.74

T Sy 0.00, —0.95 8.00, —2.52 8.00, 2.52

T, Sy 0.00, 6.35 43.86, 1.37 43.86, —1.37

T1 S3 0.00, —59.72 69.93, —24.91 69.93, 24.91

T S4 0.00, 46.54 33.45, 53.22 33.45, —53.22

T, Ss 0.00, 95.24 —73.47, —0.64 —73.47, 0.64
(T1|Hsoc(2)|Sn) (T1|Hsoc(x)|Sn) (T1|Hsoc(y)|Sn)

T1 So 1.35 —40.65 8.25

T Sy —-0.95 3.57 —11.32

T, Sy 6.35 -1.93 —62.03

T1 S3 —59.72 35.23 —98.89

T S4 46.54 75.27 —47.30

T,y Ss 95.24 -0.91 103.90

 Subscript first number indicates different excited states, and second is spin
magnetic quantum number;” two values mean the real and imaginary parts of
the SOC matrix elements.

interaction. As stated in section 3.3, the direct SOC interaction between
the S; and Tj states is almost forbidden due to having the same occupied
orbitals. Such a situation, the vibronic effects have to be taken into
account.

Here, based on equations (7) and (8), the kjsc and kgrisc rates
including the vibrational contributions were calculated using the
MOMAP program, as summarized in Table 6. For Mod 3, one can find
that the RISC rate krisc is 3.11 x 10'° s™! at 300 K, which is about 7
order of magnitude larger than the phosphorescence rate k(T), 3.71 x
10° s~%, and far more than ISC rate kisc(T1-So) of 6.38 s~ ! from the T; to
S states, which indicates that the S; state can be repopulated from the
T, state by the RISC pathway. The fluorescence rate k.(S) = 2.66 x 10°
s! seems to be much smaller as compared with the ISC rate of 1.65 x

10

Table 6
Computed luminescence properties of the S; and T; states at 77 and 300 K by the
TVCF method for the crystal models, all units in st

Temperature k.(S) knr(S) kisc krisc k(T) kisc(Tr-

) So)

Mod 1

77 1.39 x 252 x 1.75x 141 x  576x  254x
10° 10'! 101! 10° 102 102

300 4.43 x 238 x 1.85x  6.43x  1.82x 227 x
10* 10! 10 10'° 10% 10%

Mod 2

77 8.01 x 3.06 x 3.46 x 2.41 x 3.17 x 5.05 x
10* 10! 100 10° 10% 10%

300 2,40 x 297 x 525x 198 x  942x 478 x
10* 10! 1010 10° 10! 102

Mod 3

77 311 x  2.81x 117 x  1.73x  412x 223 x
10° 108 101! 108 10% 108

300 2,66 x  1.63 x 1.65x 311x 371x  6.38x
10° 10° 10! 10'° 10° 10°

10" 571, at the same time, having the larger nonradiative rate k,.(S) of

1.63 x 10° s L. It is noteworthy that 1.65 x 10! s71 > 2.66 x 10°s7! +
1.63 x 10°s !, and 3.11 x 10'°> 3.71 x 10%s ™! + 6.38 x 10° s " are
suitable for this kisc > ki(S) + kn(S) and krisc > ki(T) + kisc(T1-So)
conditions based on the kinetic analysis of a three level system proposed
by Kirchoff et al. (see Table 6),3° therefore, populations between the S;
and T; states rapidly equilibrate before decaying radiatively, the
delayed fluorescence possibly thus occurs. Fortunately, the emission
delayed fluorescence time of T(TADF) = 10 ps at T = 300 K obtained by
fitting equation (1) in Ref. [44] is in excellent agreement with the
experimental value of 8 ps (see Fig. 9).

In order to further explore the relationship between vibration and
intersystem crossing rate during the conversion processes of Ty < Sj, the
Huang-Rhys factor (S; = w;DZ/2h) and the corresponding reorganization
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energy (A; = hw;S;) of vibration mode i are estimated by the MOMAP
program, wherein D; is the displacement along the ith normal mode
coordinate between the equilibrium position of two electronic states,
and w; denote the ith mode frequency, these data are shown in Fig. 10.
We know that the extent of geometry relaxation between T; and S; states
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can be measured by the value of Huang-Rhys factor S;. Among many
vibrations, only parts of vibration modes play an important role in the
deformation of geometry inducing the T; < S; crossing. As can be seen
from Fig. 9 that some low frequency vibration modes (<750 cm ™) have
larger S;, such as @ = 187.53 cm™}, S; = 0.11; w = 155.63 cm ™, S; =
0.09; as well as @ = 246.30 cm’l, S; = 0.06, which corresponds to the
different distortion vibration of the third bridging P"N ligand bearing
five-membered heterocyclic moiety. This implies that the T; < S;
crossing channel is achieved by the distortion rotation of the third
bridging PN ligand.

In these favorite “promoting” modes, the Landau-Zener transition
probability pyz for non-adiabatic transition T; — S; and the electronic
transmission coefficient k¢ accounting for multiple crossing at the
crossing region were also simulated by the following equations [45]:

ket = 2pLz(1- pL7) an

and
pLz = 1- exp(-2my), 2ny = [ 1Hsocl 1/ [haes(MkpsT)']

where wef is the effective frequency along the reaction coordinate, and
kg the Boltzman constant, T the temperature. The calculated data are
shown in Fig. 11, electronic transmission coefficients k¢ from the T; to
S; gradually decrease with increasing temperature, such as k.| = 23% at
300 K, which will induce us to further analyze the phosphorescence
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Fig. 10. Calculated Huang-Rhys factors and reorganization energies (cm 1) versus the normal modes on the T; (a, b) and S; (c, d) potential energy surfaces of Mod 3
in the ISC process, respectively. The largest reorganization energies were inserted into the picture for the T, state.
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radiative.

Through the previous discussion, the T; state of the Cuyl(P"N)3
complex exhibits distinct admixtures of higher lying singlet states due to
stronger SOC, having a larger ZFS, therefore, a relatively fast phospho-
rescence decay rate of k;(T) = 8.542 x 10° is obtained. On the other
hand, it is characterized by a rigid molecular structure owing to the
three-fold bridging the copper centers, leading to lower nonradiative
energy dissipation of the excited states, which are supported by the
geometrical modification from T; to Sy states, RMSD = 0.052 A (see
Table 2). These would provide the possibility of phosphorescent radia-
tion. In order to visualize the percentage of the intensity originating
from the S; and from the T; state relative to the total intensity in
dependence of the temperature. Applying equations (4) and (5) in
ref. [44], the calculated intensities of TADF and phosphorescence for
Mod 3 are plotted in Fig. 12. At low temperature of <60 K, mainly the Ty
phosphorescence occurs. With increasing temperature, the intensity
contributed from the T; phosphorescence drastically decreases, while
the intensity coming from the S; state increases. At 300 K, the emission
intensities are stemming by 91% from the S; state as TADF and by 9% as
phosphorescence from the T; state, experimental values as 87% and
13%, respectively, which further shows the ambient temperature
emission represents the combined luminescence of phosphorescence and
TADF [19].

4. Conclusions

It is essential to deeply explore more about the electronic structures
of emitter materials for material improvements and design strategies in
the future. In this work, under the premise of accurate optimization for
the Cuplx(P"N)3 molecule using the optimally tuned range-separated
hybrid functional (OT-0B97XD) with the ONIOM models, excitation
properties and emission spectra of electrons were calculated by applying
the TD-OT-®B97X-D3 method including scalar relativistic effects, the
calculated results perfectly match excellent agreement with experiment
values. These indicate that the approach of the optimally tuned range-
separated hybrid functional gives an outstanding description for CT
excited state properties.

For the geometry optimization, the geometrical parameters of Mod 3
at the Sy state agree well with the crystal X-ray structure, and the largest
deviation being less than 1.87° for angles and 0.27 A for bond lengths.
On the basis of a practical tool to quantitatively characterize the geo-
metric changes, also namely as RMSD, the paths of nonradiative energy
consumption are partly forbidden from S; or T; to Sy, and the radiation
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—— Phosphorescence

—— Delayed fluorescence

Emission intensity (%)

T T T
100 150 200

Temperature (K)

Fig. 12. Temperature dependence of the emission intensities coming from the
S; state (delayed fluorescence) and the T, state (phosphorescence). The pa-
rameters used are the ones calculated for Mod 3 (k.(S) = 1.865 x 10°, k.(T) =
8.542 x 10°, AE(S;-T; = 387 cm™ ).

efficiency of fluorescence or phosphorescence is expected to improve.
We know that a key requirement of the TADF occurrence is very small
singlet-triplet splitting energy, AE(S1-T1) under the help of thermal en-
ergy. Compared to the experimental value of AE(S1-T;) = 430 cm ™}, it is
apparent that OT-@B97XD gives the best prediction of AE(S;-T;), adia-
batic energy difference, AE(S;-T1) of Mod 3 is 0.048 eV (~387 cm™ D).

The interconversion and decay rates of the S; and T; states are
computed using the TVCF theory at different temperature. one can find
that the RISC rate kpisc is 3.11 x 10'° s7! at 300 K, which is about 7
order of magnitude larger than the phosphorescence rate k.(T), 3.71 x
10% s, and far more than ISC rate kisc(T1-So) of 6.38 s~ ! from the T; to
Sp states, which indicates that the S; state can be repopulated from the
T, state by the RISC pathway. Therefore, the delayed fluorescence
possibly thus occurs, and the emission delayed time is T(TADF) = 10 ps
at T = 300 K (the experimental value of 8 ps). In addition, the T; state of
Cual(P'N)3 exhibits distinct admixtures of higher lying singlet states
due to stronger SOC, having a larger ZFS, therefore, a relatively fast
phosphorescence decay rate of k,(T) = 8.542 x 10° is obtained. At 300
K, the emission intensities are stemming by 91% from the S; state as
TADF and by 9% as phosphorescence from the T; state, experimental
values as 87% and 13%, respectively, which further shows the ambient
temperature emission represents the combined luminescence of phos-
phorescence and TADF.
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